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Abstract: Anomaly detection (AD) is an important task in a broad range of domains. A popular choice for AD are
Deep Support Vector Data Description models. When learning such models, normal data is mapped close to and
anomalous data is mapped far from a center, in some latent space, enabling the construction of a sphere to separate
both types of data. Empirically, it was observed: (i) that the center and radius of such sphere largely depend on the
training data and model initialization which leads to difficulties when selecting a threshold, and (ii) that the center
and radius of this sphere strongly impact the model AD performance on unseen data. In this work, a more robust
AD solution is proposed that (i) defines a sphere with a fixed radius and margin in some latent space and (ii)
enforces the encoder, which maps the input to a latent space, to encode the normal data in a small sphere and the
anomalous data outside a larger sphere, with the same center. Experimental results indicate that the proposed
algorithm attains higher performance compared to alternatives, and that the difference in size of the two spheres

has a minor impact on the performance.
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I. INTRODUCTION

An important task when looking at real-life datasets is
detecting instances that behave differently than the majority
of the dataset; these instances are termed anomalies, and
this task is, therefore, termed anomaly detection (AD). It is
used in a broad range of domains including, but not limited
to, finance [1], medical diagnosis [2], network intrusion
detection [3], and machine condition monitoring [4].
Research in this area has already been active for decades
with some classic approaches such as Principal Component
Analysis (PCA) [5], One-Class Support Vector Machines
(OC-SVM) [6], and Support Vector Data Description
(SVDD) [7]. These approaches are all shallow and, thus,
experience limitations when scaling to larger datasets and
typically need application-dependent features, which is
usually very time-consuming.

In recent years, deep learning (DL) alternatives have
increased and overcome these limitations [8]. The most
common approach within these DL alternatives is an auto-
encoder (AE) or an AE-based variant [8]. These approaches
attempt to encode normal data into a low-dimensional
representation in a way that allows the normal data to be
reconstructed as well as possible [9]. As the aim of an AE is
to work as well as possible on normal data, it is expected
that the reconstruction of anomalous data will be worse
[10]. To improve the performance of AEs, they are often
combined with a traditional AD method. This is typically
done by using the AE to extract features in the encoded
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representation, which are then used as an input for the AD
method. For example, a random forest can be trained using
these extracted features [11]. However, the features are not
necessarily extracted in the encoded representation.
Another AD method uses the reconstruction of Automatic
Dependent Surveillance-Broadcast (ADS-B) time series in
comparison with the input times series [12]. The difference
is then passed to the SVDD algorithm for AD.

The previously discussed approaches allow only nor-
mal data in its training set and are mainly used as the amount
of available anomalous data is generally limited, which
makes fully supervised approaches less suitable. However,
if anomalous data is available, it can provide valuable
information. Hence, approaches that can exploit this addi-
tional data are of interest [13]. Nevertheless, fully super-
vised methods might not generalize well to unseen
anomalies as they might differ too much from previously
observed anomalies. Semi-supervised AD methods allow
for better generalization to unseen anomalies since they use
normal and anomalous data in their training procedure. An
example generalizing (traditional) SVDD can be found in
[14]. A comparison between an unsupervised, semi-super-
vised, and supervised method for network intrusion detec-
tion is made in [15], indicating that, if there are no unknown
anomalies, supervised methods do have the best perfor-
mance. In general, the semi-supervised methods outperform
the unsupervised methods.

The semi-supervised AD methods often work using a
two-step approach: first, by learning the feature extractor
and, second, by training the AD model. This could possibly
lead to a disconnect between the learned features and the
AD model if the objectives do not align properly. To
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alleviate this disconnect, hybrid alternatives have been
proposed, where the learning of the feature extractor and
AD model are integrated into one objective. Examples of
these hybrid AD methods are as follows: (i) Soft-Boundary
Deep Support Vector Data Description (SB-DSVDD) that
minimizes the radius of the sphere as well as the SVDD
objective on the encodings where the normal points inside
the sphere are assigned an objective value of O for the
SVDD objective [16], (i) Deep Support Vector Data
Description (DSVDD) that is generalized to work in a
semi-supervised setting [17], and (iii) the OC-SVM objec-
tive that is adapted to fit into the DL framework [18].
SB-DSVDD yields an improvement in performance in
comparison with prior work. Nevertheless, the method
uses only normal data. Moreover, the objective correspond-
ing to the adjusted SVDD objective is in spirit a fuzzy
translation of an implication [19]. More specific, if the point
is healthy, then the distance to the center should be smaller
than the radius R. However, it was already mentioned in
[20] that this translation leads to a loss in precise meaning
and should be avoided. While approaches (ii)—(iii) indicate
a better performance in comparison with existing methods,
both suffer from drawbacks as well. For example, the
adaptation of the OC-SVM objective to DL results in the
objective becoming nonconvex [18]. The adapted DSVDD
objective causes the network to be subjected to restrictions
as to avoid trivial solutions [16,17], causing a loss of
modeling flexibility. These restrictions are as follows: (i)
the center used by DSVDD cannot be 0, (ii) biases cannot be
used in the network, and (iii) bounded activation functions
cannot be used in the network.

A combination of an AE and DSVDD was proposed in
[21], where the objectives of both methods were combined
into a multitask learning objective. In this way, the model
will learn to map normal data close to a center, while
preventing overlap between different data points due to
the reconstruction objective. Similar work was done in
[22,23], where AE or variants were used as feature learner
in combination with DSVDD. It is also shown that the
restrictions mentioned above are no longer present for these
methods [22,23].

As mentioned earlier, AD is applicable in a broad range
of domains; however, this work will focus on machine
condition monitoring, and more specifically on rotating
machinery. The cause of most system failures in this
type of machinery is rolling element bearings (REB)
[24]. A common approach to monitor the condition of
REB is to measure vibrations produced by the rotating
machines [25]. The raw vibration signal was used with an
AE in [26] to detect bearing faults and was compared with a
traditional neural network, an SVM, and the combination of
both with the AE. In [27], two approaches are discussed that
enable variational AEs to learn with labeled data, showing a
better performance than a fully supervised classifier. A
multi-scale DSVDD [28], which refers to transforming
the original sample space to multiple subspaces in combi-
nation with multiple DSVDD centers, was used to detect
incipient faults in bearings.

A critical step in using AD methods in practice is
determining a threshold on the anomaly score provided by
the AD method [29]. More specific, if the AD method is
used for determining whether maintenance needs to be
performed on a machine, then this requires a binary classi-
fication of normal or anomalous. This can be done by
putting a threshold on the anomaly score. However,
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determining the point where this threshold needs to be
set is typically a nontrivial problem and can be dependent
on the application, since in some cases false negatives are
preferred over false positives or vice versa. Some common
methods used to set this threshold rely on: (i) statistics
obtained on the training dataset, such as mean, standard
deviation, or percentiles of the normal data [27,30], (ii) an
additional set of data, the test set for example, to set a
threshold based on a chosen metric [31], and (iii) dynamic
thresholding that uses the evaluated sample [32]. In this
work, methods are targeted that avoid case-specific adapta-
tion. In other words, methods for which the model parame-
ters are determined only based on training data, without
needing any additional information of the test data. It should
be stressed that the methods statistics obtained on the
training data determine a threshold after training. Empiri-
cally it was observed that the value of such threshold largely
depends on the training dataset and model initialization
when, for example, DL methods are used, and the choice of
this threshold largely impacts the model performance on
unseen data. Therefore, more robust methods are desired
that make the position of the threshold less dependent on the
data and the initialization of the model parameters.

In this work, we argue that more robust AD solutions
can be found by defining a fixed threshold in some latent
space and enforcing the encoder that maps the input to the
latent space to position the normal and anomalous data in
the latent space on the correct side of the threshold. The
proposed method Constraint-Guided AutoEncoder (CG-
AE) learns an AE for the normal data under the constraints
that the encodings of the normal data are inside a sphere
with a fixed radius and the encodings of the anomalous
points are outside a sphere with a larger fixed radius. The
constraints are employed to better discriminate between
normal and anomalous data.

The main contributions of this work are as follows:

* The design of a novel training method that allows the
use of anomalous data in the learning of an AE under
constraints such that the normal and anomalous data are
separated.

e A proposal and comparison of a novel thresholding
method with traditional methods that only use statistics
obtained on the training data.

The remainder of this text is structured as follows.
First, the related methods that will be used are discussed.
Then, the proposed CG-AE method will be discussed in
detail together with a comparison with prior work. After-
ward, the experimental setup, including the setup of an
ablation study, will be described followed by a discussion
about the results of the comparison with state-of-the-art
methods and the ablation study. Finally, some directions for
future work are proposed before concluding the text.

Il. METHODS

This section introduces the methods that will be used to
compare CG-AE with.

A. DEEP SUPPORT VECTOR DATA
DESCRIPTION

DSVDD [17] uses the encoder of an AE to classify points as
normal or anomalous. This is done by considering a point c,
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referred to as the center, in the latent space and computing
the distance between the encoding of a sample and this
center. The resulting distance is compared to a threshold,
and if the distance exceeds this threshold, then the sample is
considered anomalous. In the other case, that is, when the
distance between the encoding and the center is smaller than
the threshold, then the sample is considered normal. The
neural network is learned by decreasing the distance of the
encoded normal points to the center and at the same time
increasing the distance between the encoding of anomalous
points to the center.

In the context of this work, labels are available for each
point, both normal and anomalous, in the training set.
Hence, a supervised version of DSVDD is used. This yields
the following learning objective of supervised DSVDD for
the weights 6, of an encoder &:

mmZn (Ile(x

where N is the number of training samples, n > 0 is a
hyperparameter, y; is the label of the i-training sample x;,
and ||-]| denotes the L,-norm on R”, the n-dimension real
space [33]. The labels in this work are considered to be —1
and 1 denoting a normal and anomalous point, respectively.

il0:) = )™, M

B. AUTOENCODER DEEP SUPPORT
VECTOR DATA DESCRIPTION

AutoEncoder Deep Support Vector Data Description (AE-
DSVDD) [21] combines AEs with the DSVDD learning
objective. This results in the learning objective being
defined as reconstructing all healthy points as good as
possible as well as performing as good as possible with
respect to the DSVDD objective. In other words, AE-
DSVDD learns the weights 6,,0p of an AE, defined by
an encoder ¢ and a decoder D, by solving the following
learning objective:

mm—an — |+ Zn (et

— C|| )—y,
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where N, is number of normal samples, x,, is the j-th normal
sample, and X,, is the reconstruction of x,, i)y the AE defined
by the encoder ¢ and the decoder D. It should be noted that
the original objective described in [21] only uses normal
data, while objective (2) extends the learning objective to
both normal and anomalous data.

II. CONSTRAINT-GUIDED
AUTOENCODERS

In this section, the proposed method CG-AE is introduced.
CG-AE learns the parameters of an AE model by minimiz-
ing the reconstruction error of normal data points subject to
the constraints: (i) all normal data points should be encoded
inside a sphere of radius R, around the origin, and (ii) all
anomalous data points should be encoded outside a sphere
of radius R, around the origin. An assumption is made that a
least a few anomalous examples are available during train-
ing. The constraints are used to create a decision boundary
in the latent space that can be used to distinguish normal
from anomalous data. Therefore, the assumption R; < R, is

made such that the space of possible normal encodings is
separated from the space of possible anomalous encodings,
if the model is feasible. This could lead to a potential better
generalization to unseen data. In other words, an AE is
learned with the constrained learning objective:

mm—Z |6, = 1%, 3)

0.0p N

s.t. Vx,:e(x,|0,) € BlO.R], Vx,:e(x,|0.) € BIO,R,],

where x,,is a normal sample, x, is an anomalous sample, and
BJO,R;] and B|[O,R,] are the closed balls around the origin of
radius R, and R,, respectively. Observe that the reconstruc-
tion objective uses only normal training points, while the
constraints use both normal and anomalous training sam-
ples. The constraints are visualized in Fig. 1.

The constrained optimization problem is solved using
Constraint-Guided Gradient Descent (CGGD) [34], where
the direction of the constraints is defined as the vector
defined by the origin and the encoding itself or the opposite.
Observe that the direction of the constraints is the shortest
path to the feasible region (FR). The FR is defined as a set of
model parameters, for which the predictions of all training
data satisfy all constraints. This method treats the con-
straints as hard constraints, meaning that the constraints
should be satisfied for every example and approximates a
model that satisfies the constraints on the training set.
CGGD yields this result by assigning more weight to
optimizing the constraints compared to optimizing the
loss function during every step of the constrained optimi-
zation problem. The loss function in this case is the
reconstruction objective of the AE for the normal data.

By considering the optimization problem and the
method for solving the optimization problem in this man-
ner, the learning will prioritize finding discriminative fea-
tures over generative features. However, this does not imply
that only discriminative features will be constructed in the
latent space. Moreover, the optimal threshold on the latent
space is expected to be somewhere in the interval [R;,R,].
Hence, the threshold for determining if data is anomalous or
not is defined as:

e = Normal
® = Anomalous

Fig. 1. A 2D illustration of the constraints used in CG-AE. The
green (smallest) circle represents the sphere with radius R;. The
red (largest) circle represents the sphere with radius R,.
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where N, and N, are the number of anomalous and normal
data in the training set, respectively. A point is classified as
normal if the norm of its encoding is smaller or equal than 7
and is classified as anomalous if the norm of its encoding is
(strictly) larger than T.

In this setting, the constraints which are applied to a
given training example are conditioned on the correspond-
ing label, that is, if the example is normal or anomalous.
Therefore, it is not possible to construct a network that
guarantees satisfaction of all constraints on all data, as it
requires a perfect anomaly classification on unseen data. In
[35], an overview of many approaches that use constraints
on neural networks is given. Observe that all methods
therein that guarantee satisfaction of the constraints would
require access to the label of the points or are not applicable
in this case since they do not support this type of constraint.
In the CGGD framework, the constraints are considered to
be hard constraints because the training can only be con-
verged if all the constraints are satisfied on the training set,
which leads to a perfect AD model on the training data.

IV. THEORETICAL COMPARISON

In this section, a theoretical comparison is made between
the methods mentioned above. In particular, the main
advantages of CG-AE are compared to the previous meth-
ods. First, models obtained from DSVDD with the center
set at the origin can lead to the trivial solution where all the
weights are set to 0 [16]. This is not possible for AE-
DSVDD and CG-AE, because the reconstruction objectives
(2) and (3) will not be locally optimal for the corresponding
learning objectives. Moreover, under the assumption that
anomalous data is available during the training procedure, it
follows by the definition of CGGD that the model will be
updated, even when initialized with all the weights put to 0.
Therefore, the restriction that the center cannot be set as 0
and biases are not allowed in DSVDD are in fact not a
restriction for AE-DSVDD and CG-AE.

Second, as mentioned earlier in some applications, it is
required to have a threshold that determines if a given
example is anomalous or not. Therefore, for these applica-
tions this threshold needs to be determined before employ-
ing the model. Hence, the threshold should be part of the
learning cycle of the model or should be determined using
the training set after learning. For DSVDD and AE-
DSVDD, there are methods that can compute a threshold.
However, it depends highly on the training of the model and
the dataset resulting in thresholds that vary significantly
between different datasets. For CG-AE, it is expected to
find a good threshold in the interval [R;, R,] for models that
have converged and obtained a high satisfaction ratio [34],
which is the ratio of the number of satisfied constraints over
the number of constraints, on the training set. Since these
models are likely to separate normal from anomalous data
points on the test set if the train and test distributions are
similar enough. Moreover, if the difference between R, and
R, is large, then a relatively large difference in encodings of
the training and test samples needs to occur in order to
misclassify a sample.

Thirdly, both DSVDD and AE-DSVDD can converge
to a model that assigns a wrong label to a training point due
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to the fact that the objective is locally optimal. For DSVDD,
this can be a result of the gradient of a normal point being
pointed outward and the gradient of an anomalous point
being pointed inward in the opposite direction, which
results in a gradient of 0. For AE-DSVDD, the same
phenomenon can occur as well as the case where the
gradient of the reconstruction and the DSVDD are opposite
to each other, which results once more in a gradient of 0.
Observe that by definition of the CGGD optimization
procedure, this phenomenon cannot occur for a training
procedure that has converged to a model with a perfect
satisfaction ratio.

Fourth, the Soft-Boundary extension of DSVDD [16]
is similar in terms of learning objective compared to CG-
AE. However, the soft-boundary is added as a regulariza-
tion term to the learning objective which leads to no
guarantee, even on the training set, in terms of how
many examples are consistent with the soft-boundary.
This phenomenon was already illustrated in [34].

Lastly, the parameters R; and R, determine a margin,
in which, for models that have converged, a good thresh-
old is expected to be found. Note that if the model is
sufficiently flexible to model the task, it is likely to
converge. The performance of the model with respect to
the constraints is measured by the satisfaction ratio. If this
is insufficiently high, then the AE can be made more
complex or other choices can be made for R; and R,.
Observe that if R, is increased, then the size of the volume
of the latent space in which the normal points can be
mapped is increased.

V. EXPERIMENTAL SETUP

In this section, the dataset, the preprocessing, the model
architecture, the setting of the hyperparameters, the per-
formed experiments, and the relevant metrics are discussed.

A. DATASET

The dataset used in the experiments was collected by
Flanders Make and consists of accelerometer data measured
during accelerated lifetime tests of bearings and was previ-
ously used in [33]. A bearing test rig setup is shown in
Fig. 2. Radial accelerations were measured at a sampling
frequency of 50 kHz by an accelerometer attached to the
bearing housing. All measurements were performed under

‘ Hydraulic cylinder
/to apply a high
———a radial load of 9 kN

Load sensor

Shaft rotating at
2000 rpm
Thermocouple

Test bearing with
oil lubrication

Accelerometer

Fig. 2. Example of a bearing test rig setup.
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fixed operating conditions of a high radial load of 9 kN and
with the shaft of the setup rotating at 2000 rpm. To only
retain data that was collected under these fixed conditions,
data where the rotating speed was lower than 2000 rpm was
omitted. The stopping condition for the tests was set at 20 g
peak acceleration.

A total of 49 accelerated lifetime tests were performed
on a fleet of 7 bearing test rigs, starting with a small initial
indentation in the inner race of the bearing until a severe
surface fatigue fault was introduced. Additionally, 21
healthy tests without this initial indentation in the race
were performed for a short duration and not resulting in
actual bearing failure. Due to various reasons, explained in
[33], only 34 faulty tests were retained, resulting in a total of
55 remaining tests. Although these are called faulty test and
have the small initial indentation, the beginning of these
tests are considered as healthy data for the experiments, as
will be explained in the next paragraph. Figure 3 shows an
example of this initial indentation and the resulting severe
surface fatigue fault at the end of the accelerated life-
time test.

No exact ground truth was provided with this dataset;
hence, manual annotation was performed to obtain three
segments on the time axis for each test. An example of this
annotation can be found in Fig. 4, where cutoff points p,,
and p; are shown. Data prior to pj, is considered as normal,
and data after p; is considered as anomalous. The data
between both cutoff points will not be used in experiments
as the condition of the bearing is undefined. A detailed

Fig. 3. Initial indentation (a) with a diameter of 300 pm at the
inner race and the resulting surface fatigue fault (b) at the end of
the accelerated lifetime test.

100

Mel Filterbanks

500

2000

3000
Time (s)

0 1000 4000 5000 6000

Fig. 4. Example of manual annotation. Points to the left of the
blue line (around 1000 s) are normal. Points to the right side of the
red line (around 5500 s) are anomalous.

explanation about the selection of the cutoff points can be
found in [33].

B. PREPROCESSING

Prior to being provided as input to the DL model, the
acceleration signals were first transformed to the log mel
spectra, as was done in [33,36]. These were calculated using
a window size and hop size of Is into 512 mel bands.
Finally, to provide some temporal information, 8 consecu-
tive seconds were combined to create a single frame to input
to the DL model. These 8 seconds will receive the same
anomaly score during evaluation. As the different tests
show some dissimilarity, each test is separately standard-
ized so that the data prior to p;, has zero mean and unit
variance after the previous preprocessing step.

C. EXPERIMENTAL DETAILS

All models used during training use the same AE architec-
ture, with DSVDD omitting the biases due to the algorithm
restrictions. The architecture of the encoder consists of 3
convolutional layers, with 64, 64, and 32 filters, respec-
tively, and a fully connected layer with 16 neurons that acts
as the encoding layer. The decoder consists of a fully
connected layer, with 1024 neurons to recreate the input
shape to the encoding layer, followed by 3 convolutional
layers, with 32, 64, and 64 filters, respectively, and finally a
convolutional layer with 1 filter as the output layer.

All models were trained for 150 epochs using the
Adam optimizer [37] with a learning rate of 1e73. If the
model did not improve the learning rate was halved, with a
limit at 1e~®. The training performance of the model is
measured with learning objectives (1), (2), and (3). Addi-
tionally, for CG-AE the satisfaction ratio is also monitored.
An improvement corresponds to the lowering of the loss
function and, in the case of CG-AE, an increase in the
satisfaction ratio or being sufficiently high. Sufficiently
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high means, in this context, that 95% of the constraints are
satisfied. Data was provided to the model in batches of 128
input frames.

D. EXPERIMENTS

As discussed in the dataset description, 15 faulty tests were
not used and the 21 healthy tests do not contain any
anomalous data and, therefore, they cannot be used to
evaluate a model. This leads to 34 test folds that are
used in a leave-one-test-out scheme, where the healthy
runs are added during training. In each of the folds a single
test was used as test set, so the model must generalize to an
unseen test, and the remaining tests were used to construct
the training and validation sets by randomly sampling 75%
and 25%, respectively. Additionally, the anomalous data
from various amounts of tests was used, more specifically
5%,25%, 50%, and 100%. For the results on these folds, the
mean and standard deviation is computed over the differ-
ent folds.

The performance of CG-AE with regard to the ability to
discriminate normal from anomalous behavior is studied in
comparison with DSVDD and AE-DSVDD. For each
method, a single fixed threshold is used. Recall that for
CG-AE this is done by (4). Moreover, this threshold is
determined using only information about the training data.
Additionally, a comparison will be made to investigate the
similarity of this fixed threshold is to an optimal threshold,
and this will be explained in detail later. To this end, an
experiment was performed with the leave-one-test-out
scheme described above. For this experiment. The radii
R, and R, used by CG-AE were set to 3 and 5, respectively.
No fine-tuning was performed for the choice of these radii.

Next to studying the performance of CG-AE in com-
parison with DSVDD and AE-DSVDD, an ablation study
was performed to investigate the effect of the radii chosen
for CG-AE. A total of three different settings for R,
and R, were evaluated, more specific, (R;,R,) €

{(3,5),(1.2),(1.5)}.
E. METRICS

The evaluation of the studied methods will be split into two
objectives: (i) the discriminative performance between
normal and anomalous data, and (ii) the difference in
thresholds between the various thresholding methods.

First, the performance with regard to classification of
normal and anomalous samples is evaluated using the F1
score (5) and the balanced accuracy (BA) (6). The former is
the harmonic mean of the precision (7) and recall (8), and
the latter is the mean of the recall for each class, normal and
anomalous in this context, that is,

precision = @pr), (®))
p

l=—"—, 6

reca (ip + 1) (6)

Fl = 2(prec'ision X recall) , )
(precison + recall)
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where anomalous is the positive class, and p, fp, tn, and fn
being the amount of true positive, false positive, true
negative, and false negative samples, respectively.

The F1 score rewards classify more samples as the
positive class because this increases the numerator. More-
over, if this does not lead to a large increase of false
positives, then the F1 score increases. Since this is not
desirable in every application, the BA is considered as well.
The BA is well suited for unbalanced classification pro-
blems, which AD is by default.

To evaluate the above metrics, a threshold is needed.
For both DSVDD and AE-DSVDD, three different methods
are considered for determining this threshold. The first
method uses the test set itself to find an optimal threshold
(T,,,,,), for the considered fold, where the above metrics are
maximized, and this is done for both metrics separately. The
performance using this threshold will serve as an upper limit
to the attainable performance but will not be evaluated in
detail as this work focuses on thresholds obtained using
only information about the training data.

The second method [30] computes the mean y,, of the
anomaly score for the normal data in the training set and the
standard deviation o, of this anomaly score. The threshold
(T }rain) 1s then set to u, + 30, for the considered fold.

The third method [38] fits a sigmoid function on the
anomaly score for the normal data in the training set so that
the minimum, median, and 99th percentile of this anomaly
score match to 0.01, 0.25, and 0.5 on the sigmoid, respec-
tively. This emulates the behavior of a sigmoid activation
on the output layer of a DL model. The threshold is set to 0.6
after mapping the anomaly score of the test set using the
obtained sigmoid function. By inverting the sigmoid func-
tion, the value of this threshold (Tg0i4) prior to the
mapping can be determined for the considered fold.

Second, an evaluation is performed regarding the
thresholds obtained using these various methods. This
evaluation will make a comparison using the relative
difference between the optimal threshold and the threshold
obtained using the other methods. The relative difference is
defined by the function:

T, —T
le_'ff,m RY > R: T - > ()

opt

where T, is the optimal threshold for the method for which
the threshold 7 is used, m is the name of the method, and R*
is the set of positive real numbers. To evaluate this function
for CG-AE, T,, is computed in the same way as for
DSVDD and AE-DSVDD. However, this threshold is
not used to compute the F1 and BA metric.

Observe that the value T, changes for the different
methods and, thus, it could happen that

T 4irr.psvon(T*) # Tayae—psvon(T*), (10)

for some threshold 7.

In this way, an evaluation can be made how closely the
thresholds determined using the training set match the
possible “optimal” threshold. Observe that negative values
can occur and denote that the chosen threshold is higher
than the optimal threshold.
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VI. RESULTS

In this section, the results of the performed experiments will
be discussed. First, the performance of CG-AE in compari-
son with DSVDD and AE-DSVDD will be evaluated.
Second, an ablation study with regard to different choices
for R, and R, will be discussed.

A. DIFFERENT METHODS

First, the obtained F1 scores are computed for models
obtained when training with the three previously discussed
methods, that is, CG-AE, DSVDD, and AE-DSVDD. Note
that the optimal versions of (AE-)DSVDD uses the test data
to determine the threshold. Their other counterparts and
also CG-AE do not use this information. The mean and
standard deviation of the three methods and different
manners of determining a threshold are shown in Fig. 5.
The trivial predictor is added as a lower bound. This
predictor predicts every example as anomalous, as this is
considered the positive class; hence, several predictions will
be incorrect as the testing data also contains examples of
normal data, as discussed in the dataset description.

It is immediately clear that in these experiments, the
performance of CG-AE is in between the upper bound of the
performance of DSVDD and AE-DSVDD and the perfor-
mance of DSVDD and AE-DSVDD where only the training
data can be used for determining a threshold. This shows
that there could be a small drop-off between CG-AE with its
fixed threshold and the other methods with information
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—A~— DSVDD optimal
~#- DSVDD train

~&- DSVDD sigmoid
--4&- AE-DSVDD optimal
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Fig. 5. The mean (a) and standard deviation (b) of the F1 score
for different methods and different choices of threshold.

about the test set. However, if the test set could be used to
adjust the threshold, then this performance of CG-AE can
likely be improved as well. Nevertheless, when at least 25%
of the anomalous data is used, there is a significant differ-
ence in mean F1 score of CG-AE compared with the mean
F1 score of DSVDD and AE-DSVDD with a threshold
determined on the training set. The standard deviation of
CG-AE is relatively high. But, the performance of DSVDD
and AE-DSVDD is only slightly higher than a trivial
predictor that predicts every example as anomalous. Hence,
this could be the main reason of the relatively small
standard deviation of DSVDD and AE-DSVDD. Note
that this implies that these methods have not learned
well, because there is only a small improvement compared
to the trivial predictor.

Second, we will investigate how the threshold changes
from fold to fold during the experiments. As was mentioned
in the section Metrics, the relative difference between the
optimal threshold for that fold and the threshold used for the
method is computed. This should be, in absolute value, on
average small as well as for the standard deviation, because
this means that the threshold varies only slightly between
different folds. Moreover, this could imply that the thresh-
old is less likely to change between different datasets. The
results are shown in Fig. 6.

Figure 6 indicates that on average, CG-AE has the
lowest mean difference in absolute value. Moreover, this
difference decreases in absolute value when the amount of
anomalous data points in the training set is increased. The
standard deviation of CG-AE is almost always equal to 0.2
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Fig. 6. The mean (a) and standard deviation (b) of the relative
difference in norm between the threshold and the corresponding
optimal threshold for the F1 score and for the different methods.
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for the different amounts of anomalous data points in the
training set. It is observed that, when the number of
anomalous points is increased, the standard deviation de-
creases and the mean increases in absolute value for
DSVDD and, albeit not as much, AE-DSVDD. This phe-
nomenon can likely be attributed to the objective of these
methods that aim at mapping normal data close to a center
and anomalous data further away from the same center
during training. As more anomalous data is added, its
weight on the loss function with respect to the weight of
normal data is increased. In the latent space, this might
cause all data to be projected further away from the center.
As a result, the optimal threshold as well as the training
statistics increase as a function of the amount of anomalous
data used during training. By (9), the increase in relative
difference is attributed to a larger increase in optimal
threshold compared to the increase in training statistics.
This shows that there is no fixed relation between the
optimal threshold and a threshold based on the training
statistics for these methods. However, this does not imply
that the thresholds of DSVDD do not vary a lot between the
different folds because the mean difference is approxi-
mately 0.7. Recall that this is a relative difference, meaning
that if the optimal threshold would be 3, then the mean
difference between the optimal threshold and the training
threshold would be 2.1, which is relatively large.
Thirdly, we will investigate the BA when the problem
is considered as a classification problem. Similarly, as for
the F1 score, the mean and standard deviation of the BA is
computed for the different methods and different ways of
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Fig. 7. The mean (a) and standard deviation (b) of the BA for the
different methods and different thresholds.
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threshold for the BA and the different methods.

determining a threshold. The corresponding results are
shown in Fig. 7.

The BA of CG-AE is on average very close to the
upper bound on the performance of DSVDD and AE-
DSVDD. This means that on average, CG-AE performs
very well in terms of BA. The standard deviation of CG-
AE is slightly higher than the other methods. However,
the standard deviation of DSVDD and AE-DSVDD with
the thresholds determined on the training set are low
because they only slightly outperform the trivial predic-
tor. Meaning that almost all data is projected to values
outside of the sphere determined by the threshold. Rela-
tively small changes to this threshold will not change
much to the BA. This phenomenon was also observed for
the F1 score.

Lastly, we are interested in the relative difference
between the thresholds leading to the optimal BA for
each fold and the considered methods of determining a
threshold for the different methods. The relevant results are
shown in Fig. 8.

The results are very similar as for the relative difference
between the thresholds for the F1 score. The main argument
for this is that only the optimal threshold differs. In particu-
lar, the optimal threshold for the F1 score is lower than the
optimal threshold for the BA, since the F1 rewards labeling
more points as anomalous while the BA does not. It is
remarkable that the standard deviation for CG-AE does not
vary a lot between different amounts of anomalous points.
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Fig. 9. The mean (a) and standard deviation (b) of the F1 score
for CG-AE for different choices of radii.

Therefore, this shows once more that the thresholds do not
vary a lot between different folds for CG-AE.

B. DIFFERENT RADII

First, the F1 score is considered for different choices of the
radii in CG-AE. The related results are shown in Fig. 9.
These results indicate that there is only a small difference in
terms of mean and standard deviation. Observe that the
choice (R, R,) = (3,5) yields in fact the worst perfor-
mance, both on average and in terms of standard deviation.
Itis clearly visible that the mean increases when the number
of anomalous points in the training set are increased. At the
same time, the standard deviation decreases.

Second, the relative difference between the threshold
and the corresponding optimal threshold for the F1 score is
considered. Figure 10 indicates that the proposed threshold
is often smaller than the optimal threshold. Nevertheless,
the difference between the different choices is small. Except
for CG-AE (1,5) and 50% of the anomalies, which does not
follow the same pattern as the other choices. A possible
explanation could be that the margin defined as the differ-
ence between R, and R; is too large.

Thirdly, the mean and standard deviation of the BA are
computed, and the results are shown in Fig. 11. On average,
there are only small differences between the different
choices. The standard deviation varies more except that
the largest difference is still 0.04 across the different choices
of radii and different number of anomalous points in the
training set.
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Fig. 10. The mean (a) and standard deviation (b) of the relative
difference between the threshold and the corresponding optimal
threshold for the F1 score for CG-AE and different choices of radii.

Lastly, the mean and standard deviation of the relative
difference between the threshold and the optimal threshold
are shown in Fig. 12. On average, there are no large
differences between the different choices. It seems that
the difference does not always decrease in absolute value
when the number of anomalous points in the training set is
increased. The standard deviation of the choice (1,5) is
larger than the standard deviation of the other choices. This
could be a consequence of the network being insufficiently
complex to make such a large difference between normal
and anomalous points in the training set.

It should be stressed that even though the thresholds
can vary differently for different choices of the radii of the
spheres, the obtained performance in terms of F1 score and
BA remain the same. Therefore, the proposed formula for
computing a threshold seems a robust manner for deter-
mining the threshold. Moreover, different choices of the
radii do not have a large impact on the performance for the
considered metrics for AD.

VIl. FUTURE WORK

First, an obvious extension of CG-AE is to include anoma-
lous data in the reconstruction objective as well. This could
lead to additional structure on the latent space and better
generalization due to generative features also being learned
for anomalous data.

Second, during inference on the test set, it is possible to
use a dynamic threshold mechanism [32]. This could lead to
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Fig. 11. The mean (a) and standard deviation (b) of the BA for
CG-AE and different choices of radii.

an improvement when applying the obtained models to
unseen data.

Thirdly, the function (4) that determines the threshold
tends to be too high compared to the best possible threshold
for small amounts of anomalies. Hence, a more advanced
function could be proposed. Other insights might also be
incorporated, such as considering if false positives or false
negatives are less or more important for the application.

Lastly, the chosen threshold and model could be fine-
tuned when some data of the test set is available in a similar
fashion as is possible for DSVDD [33] and AE-DSVDD.

Viil. CONCLUSION

The proposed method CG-AE determines a threshold only
depending on the amount of normal and anomalous data.
Moreover, this threshold is independent of the distribution
of the training data in the latent space. Moreover, the
obtained performance of the thresholds does not vary
between different choices of the radii of the spheres that
define the constraints and different folds in the experiments.
The performance of the model increases when more anom-
alous data is added in the training set.
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