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Abstract: Ear recognition is a new kind of biometric identification technology now. Feature extraction is a key step in pattern
recognition technology, which determines the accuracy of classification results. The method of single feature extraction can
achieve high recognition rate under certain conditions, but the use of double feature extraction can overcome the limitation of
single feature extraction. In order to improve the accuracy of classification results, this paper proposes a new method, that is, the
method of complementary double feature extraction based on Principal Component Analysis (PCA) and Fisherface, and we apply
it to human ear image recognition. The experiment was carried out on the ear image library provided by the University of Science
and Technology Beijing. The results show that the ear recognition rate of the proposed method is significantly higher than the
single feature extraction using PCA, Fisherface, or Independent component analysis (ICA) alone.
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I. INTRODUCTION
Personal identity identification has important applications in social
welfare security, financial markets, national security, e-govern-
ment, and other fields. Uniqueness is the key to personal identity.
Traditional personal identity authentication methods cannot effec-
tively distinguish the owner of identity markers and the impostor
who obtains the markers. With the emergence of biometric tech-
nology, this problem has been solved to a large extent. Human ear
image recognition is a new biometric recognition technology
emerging in recent years, which extracts the features of human
ear by computer and authenticates the identity according to these
features [1,2]. The human ear is as innate as any other biological
feature of the human body, such as fingerprints, or faces, and its
unique features provide a necessary prerequisite for identity iden-
tification. Scholars have conducted some preliminary research on
human ear recognition, for example, Youbi et al. developed a new
framework to ear recognition in light of the local binary pattern
descriptor by partitioning the image into several equal parts [3].
Guermoui et al. presented a two-stage ear in recognition framework
by combining sparse representation with the local descriptor [4].
Rahhal et al. exploited a novel descriptor of intensive local phase
quantization for ear recognition by making use of the phase
responses [5]. Tré et al. investigated an effective bipolar measure
for calculating the similarity among multiple features which can be
applied for 3D ear image recognition process [6]. Prakash et al.
proposed an ear recognition technique which takes advantage of
3D assisted with co-registered 2D ear images [7]. Compared with
other biometric recognition technologies [8,9], human ear has the
advantages of stable and rich structure, not affected by facial

expression and makeup, easier to collect, more acceptable, and
not easy to deceive. Therefore, human ear recognition is becoming
another hot spot in the field of biometric recognition, and ear
recognition is expected to become a new biometric recognition
technology, which is as important as face recognition, iris recog-
nition, and fingerprint recognition and can be complemented and
combined with each other. Plenty of insightful findings related to
human ear recognition have been proposed, which are beneficial
for identification. For example, Hasan et al. exploited human
identification technique which makes use of the depth representa-
tion created by residual networks and spatial coding blocks through
human ear images [10]. Sinha et al. investigated the identity
authentication technique which takes advantage of histogram of
oriented gradients and support vector machine (SVM) to locate ears
and further uses convolutional neural networks to identify ear
images for authentication [11]. Kumar et al. presented a human
identification method which makes use of the robust segmentation
for curved area of interest based on Fourier descriptors and
morphological operators [12].

Feature extraction is one of the key links of pattern recognition
technology [13–15]. At present, the common methods of feature
extraction in human ear recognition include principal component
analysis (PCA) [16–18], independent component analysis (ICA)
[19–21], two-dimensional principal component analysis (2DPCA)
[22,23], Fisherface [24–26], and Fisher linear discriminant [27,28].
However, these methods of single feature extraction can only get a
high recognition rate under certain circumstances. Otherwise the
recognition effect is not good. Hence, the method of complemen-
tary double feature is a way to improve the recognition rate. How to
improve recognition effect has become a burning and challenging
issue. Therefore, in this study, the method of PCA combined with
Fisherface is proposed to overcome the disadvantages of PCA and
single feature extraction of Fisher linear discriminant. In a featureCorresponding author: Yang Wang (e-mail: wangyang@chzu.edu.cn)
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subspace, the patterns can be separated as two parts. One part is
easy to recognize while the other part is difficult to recognize. Then
the difficult patterns can be projected to another feature subspace
for recognition. Therefore, it is necessary to find two feature
subspaces with certain complementarity. In the latter subspace,
it is possible to make a correct classification of the pattern that is
difficult to identify in the former subspace. The idea of comple-
mentary double feature extraction proposed in this paper comes
from this.

In this paper, it is necessary to divide the pattern into two parts,
which need to be completed by the pre-classification of two
different classifiers, respectively. Furthermore, one part is easier
to recognize, and the other counterpart is more difficult to recognize
in a feature subspace. In addition, the extraction of complementary
double features needs to be done in two different subspaces.
Therefore, the selection of the two subspaces should comprehen-
sively consider their classification capabilities and complementa-
rities. In this paper, the extraction of double features is carried out
in the dual space. The dual space is composed of principal
component analysis algorithm and Fisherface algorithm. PCA is
the optimal representation of pattern samples in the sense of
minimum covariance. Since PCA only considers second-order
statistical information, its effect is to remove the correlation
between image components. By choosing Fisherface as comple-
mentary space, we use the best discriminant information of patterns
as the complementary information of optimal representation.
Therefore, PCA and Fisherface form complementary double space,
which is suitable for the proposed complementary double feature
extraction method. On the one hand, this method improves the
performance of human ear recognition, on the other hand, it makes
up for the shortcomings of single feature extraction, such as
reducing the sensitivity to noise and light conditions, and provides
a practical method for human ear recognition.

The major contributions of this study are as follows: (1) As a
biological feature of individual recognition, human ear mainly
contains some important conditions such as universality, collect-
ability, non-disturbance, stability, and uniqueness, improving the
rate of human ear recognition is the focus of the research. (2) PCA,
ICA and other single feature extraction methods have limitations in
recognition rate, in this paper, the method of PCA combined with
Fisherface is proposed to overcome the disadvantages of single
feature extraction, the main idea is that the patterns can be separated
as two parts in a subspaces, one part is easy to recognize while the
other part is difficult to recognize. Then the difficult patterns can be
projected to another feature subspace for recognition. (3) The
algorithm has been tested on the human ear image library provided
by University of Science and Technology Beijing, and the data
obtained show a high recognition rate, which has a high applica-
tion value.

II. PRINCIPAL COMPONENT ANALYSIS
A. THE DEFINITION OF PCA

PCA method is a statistical method based on K-L transform. The
main idea is to extract the main features of the space raw data,
reduce data redundancy, the features of the data in a lower
dimensional space is processed, while maintaining the most useful
information of the original data, also to solve the bottleneck
problem of high dimension of data space. In recent years, PCA
has been widely used in signal processing, pattern recognition,
biometric recognition and other fields [29,30].

B. PCA METHOD BASED ON K-L TRANSFORM

K-L transform [31,32] is a kind of optimal orthogonal transforma-
tion of image compression. The essence of K-L is to establish a new
coordinate system and align the main axis of an object along the
feature vector for rotation transformation. This transformation
removes the correlation between components of the original
data vector, and it is possible to remove those coordinate systems
with less information to reduce the dimension of feature space. It
has been applied to feature extraction, which aims to describe the
sample with a small number of features while retaining the required
identification information.

The principle of PCA is as follows:
Given that the random vector of n-dimensional space is

expressed by φðφ ∈ RnÞ, the formula is used to zero φ,
x = φ − EðφÞ, then EðφÞ = 0, if x is expanded by a set of complete
orthogonal basis uj, j = 1,2, · · · · · · N, the formula can be ex-
pressed as follows:

x =
XN
j=1

αjuj (1)

Assuming that only the first K items are used for reconstruc-
tion, the formula can be obtained as follows:

xrec =
Xk
j=1

αjuj (2)

The mean squared error formula of xrec can be described as
follows:

ε = E½ðx − xrecÞTðx − xrecÞ� (3)

The properties of a complete orthogonal basis are expressed as
follows:

ui
Tuj =

�
1, j = i
0, j ≠ i

(4)

In addition, equation (5) can be obtained as follows after
transforming equation (1):

aj = uj
Tx (5)

The mean squared error formula is transformed as follows:

ε = E

�Xn
j=kþ1

ujxx
Tuj

�
=

Xn
j=k=1

uj
Tcuj (6)

c in equation (6) is the total covariance of x and φ, the formula of c
is as follows:

c = E½xxT � = E½ðφ − E½φ�Þðφ − E½φ�ÞT � (7)

In order to minimize the mean squared error of reconstruction
and to better meet the constraints of orthogonality conditions, the
Lagrange multiplier method is used to take the derivative of the
function formula (8) from uj ðj = k þ 1, · · · · · · NÞ to obtain
formula (9).

JðujÞ =
Xn
j=kþ1

uj
Tcuj −

Xn
j=kþ1

λjðujTuj − 1Þ (8)

ðc − λjIÞuj = 0 j = k þ 1, · · · · · · N (9)
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Set the value of k in equation (9) to k¼1, U1,U2, : : : : : : ,UN
are the eigenvectors of the total covariance matrix c, λ1,λ2, : : : ,λn
are the eigenvalues of the total covariance matrix c respectively.
The space spanned by the orthogonalization of these eigenvectors
is called the eigenspace. When the eigenvectors U1,U2, : : : ,UN are
arranged in descending order according to the eigenvalues, the
conclusion of the eigenvalues is: λ1 ≥ λ2 ≥ · · ·≥ λn. At the same
time, the following conclusions can be obtained:

For any random variable X, if the eigenvectors corresponding
to the first K largest non-zero eigenvalues of the total covariance
matrix C are used as the coordinate axis to expand, the minimum
truncated mean square error εmin of all orthogonal expansions can
be obtained under the same truncation length. The minimum
truncated mean square error xrec is shown in formula (10).

εmin =
Xn
j=kþ1

λj (10)

In equation (10), the selection rule of k is that the ratio of the
sum of the eigenvalues corresponding to the reserved eigenvectors
to the sum of the total eigenvalues is greater than a certain threshold
value e. The value of e is usually taken as 0.95, the value of k can be
calculated according to equation (11).

e =
Xk
i=1

λi=
Xk
j=1

λj (11)

III. FISHERFACE METHOD
A. THE DEFINITION OF FISHERFACE

When Fisherface criterion function is used to solve the optimal set
of discriminant vectors, one of the inherent conditions is to require
the within-class scatter matrix to be nonsingular [33]. To ensure
that this condition holds, the number of samples participating in
training cannot be less than the dimension of samples. In fact, in the
process of human ear recognition experiment, the number of
training samples is far less than the dimension of the original
samples. In this case, the within-class scatter matrix is singular, so
the LDA method cannot be used directly. This kind of problem is
called the small-sample problem. When the problem of small
sample exists, the corresponding within-class scatter matrix is
singular, and the value of sw

−1 cannot be obtained directly. In
the case of small sample problem, the key to feature extraction is to
obtain the optimal discriminant vector set by using fisher criterion.
Fisherface is the most typical method to solve this problem.

B. THE ALGORITHM PROCESS

(1) Using PCA to reduce the dimension, that is, taking the K-L
transformation yðjÞi = PTxðjÞi for all samples xðjÞi , By compres-
sing the original samples with higher dimensions to the lower
dimensions, the within-class scatter matrix ~sw of the samples
with reduced dimensionality is invertible. The column vec-
tors p1,p2 : : : pN−C in matrix P are the set of eigenvectors
corresponding to the first N−C non-zero maximum eigenva-
lues of the total scatter matrix St.

(2) In the transformed space, Fisherface discriminant analysis
method is used to extract features. After dimensionality
reduction, the between-class scatter matrix and within-class
scatter matrix of samples are expressed as ~sb = PTSbP and

~sw = PTSwP, respectively. If ~sw is non-singular, the column
vectors in the optimal projection matrix ~Aopt take the eigen-
vectors corresponding to the first d largest eigenvalues of
~S−1w ~Sb, and the eigenvectors are ea1, : : :ead .

(3) Finally, the projection matrix of feature extraction is directly
applied on the original sample is Aopt = P~Aopt.

IV. THE COMPLEMENTARY DOUBLE
FEATURE EXTRACTION ALGORITHM
BASED ON PCA AND FISHERFACE

A. THE IDEA OF ALGORITHM

The key of the complementary double feature extraction algorithm
proposed in this paper is to divide the human ear test samples into
two parts. One part is easy to recognize in a subspace, the other
counterpart is difficult to recognize in this subspace, and the other
counterpart of human ear test samples that are difficult to recognize
are projected into the complementary subspace for recognition. In
order to realize the complementary double feature extraction
algorithm, it is necessary to first adopt the pre-classification method
in the feature subspace generated by PCA. First, the test samples
are divided into two parts. One part is easy to recognize and the
other counterpart is difficult to recognize in a feature subspace. The
specific method is to pre-classify the test samples by using two
different classifiers at the same time and then fuse the classification
results of human ear samples. When the classification results of the
two different classifiers are the same, this part of the human ear test
sample is considered to be easy to be classified, and the result is
regarded as the pre-classification result of human ear test sample.
When the classification results of the two different classifiers are
different, the test sample is considered to be difficult to be classified
in the feature subspace generated by PCA. Then, the human ear test
samples that are difficult to classify are projected into the feature
subspace generated by Fisherface for classification and recogni-
tion. The principle structure block diagram of the algorithm is
shown in Fig. 1.

It can be seen from Fig. 1 that the complementary double
feature extraction algorithm uses a variety of classifiers to achieve
the pre-classification of human ear test samples. After pre-classifi-
cation, the test samples in the pre-classification sample set also
have category identification, just like the training samples. Pre-
classification can divide the human ear test sample set into two
parts, pre-classification human ear sample set, which is composed
of test samples with the same pre-classification results, and human
ear test sample set 2, which are composed of test samples with the
different pre-classification results. When classification is in prog-
ress, the Fisherface projection matrix is generated using the ear
training samples. Then, the features of ear samples in test sample
set 2 were extracted, and the pre-classified sample set was used to
optimize classifier 3. Then, the test sample set 2 was classified and
identified, and test the accuracy of classification results and pre
classification results together. Finally, it is output in the form of
recognition rate.

B. THE ALGORITHM

Suppose there are C types of human ear patterns, namely
w1,w2, : : :wc. There are Ni training samples for each category
indicated, i = 1,2, : : :C. The total number of test samples is T , so
the algorithm of this paper is as follows:

20 Yang Wang et al.

JAIT Vol. 3, No. 1, 2023



(1) Pattern feature extraction based on PCA: feature extraction is
carried out in the subspace generated by PCA to obtain
feature vectors, which is shown in formula (12).

Xp = fðxpÞk, k = 1,2, : : : : : : Tg (12)

In formula (12), Xp represents the test sample set after feature
extraction using PCA, and subscript P represents the feature
subspace of PCA.

(2) Work process of pre classification: two different classifiers
are used to pre classify ear pattern feature vectors, namely,
the following two categories, as shown in Formula (13).

X1
p = fðxpÞki , i = 1,2, : : : .C; k = 1,2, : : : : : : Tg

X2
p = fðxpÞkj , j = 1,2, : : : .C; k = 1,2, : : : : : : Tg (13)

In formula (13), ðxpÞki and ðxpÞkj indicate that the k-th
unknown sample is identified as Class i and Class j
respectively.

(3) Fusion of classification results: the classification results of
two different classifiers are fused, and the test samples with
the same classification results are combined into a new set Xa,
that is, the pre-classification sample set. The test samples
with different classification results are formed into another
set Xb, If i = j, put ðxpÞki in the Xa set, otherwise put it in Xb,
as shown in Formula (14).

{ }
{ }

1 2

1 2

( ) ; ( ) , ( )

( ) ; ( ) , ( )

k k k
a p i p i p p j p

k k k
b p i p i p p j p

X x x X x X i j

X x x X x X i j

= ∈ ∈ =

= ∈ ∈ ≠
(14)

(4) Calculate the Fisherface projection matrix: directly calculate
the Fisherface projection matrix using ear training samples.

(5) The second feature extraction (also called complementary
feature extraction): the Fisherface projection matrix is used to
project the test samples in the test sample set Xb, that is, the
ear test samples that are difficult to recognize in the feature
subspace generated by PCA, which are projected into the
Fisherface feature subspace.

(6) Classifier c is used for classification: the test samples in test
sample set Xb are classified and recognized.

(7) Accuracy detection: the classification result of classifier c and
the pre classification sample set Xa are used for accuracy
detection, and the detection results are output in the form of
pattern recognition rate.

V. EXPERIMENTAL RESULTS AND
ANALYSIS

The experimental environment is as follows: the system is Inter(R)
Core™ i7 CPU@ 1.80 GHz 2·00 GHz, the hard disk is 256G + 1T,
the operating system is Windows10, the algorithm program was
run on PyCharm 2019.1.3x64.

Since the human ear image library built by the ear image
laboratory of the School of Information Engineering of University
of Science and Technology Beijing is open to the public, in this
paper, the PCA and Fisherface complementary double feature
extraction algorithm is tested using the ear image library. The
experiment is conducted on two human ear image databases. First,
a brief introduction to these two ear image databases is given as
follows:

Ear image library I: It was shot in 2002, including 60 people,
each of whom has 3 right ear images, including 1 frontal image, 1
slight angle change, 1 light change, and 256 gray levels. The ear
images were rotated and cut without light compensation, as shown
in Fig. 2.

Ear image library II: It was shot in 2003, including 77 people,
each of whom has 4 right ear images, including 1 frontal image, 2
rotated images, and 1 light change image. The ear images have
been cut and processed. The images in the library are relatively
consistent with the actual situation, as shown in Fig. 3.

A. EXPERIMENT 1

First, the images in the human ear library are preprocessed, the
preprocessing includes histogram equalization and size normaliza-
tion. PCA, Fisherface, ICA are used for feature extraction. In the
experiment, the first two images in the ear image library I are used
as training samples, the third image is used as test sample, the first
three images in the ear image library II are used as training samples,
and the fourth image is used as test sample. PCA, Fisherface, ICA
are used for feature extraction, and then nearest neighbor classifier,

Accuracy detection

Output of  recognition rate

Pre-classified human 
ear sample set

Classifier B Classification results

Equal Different

Classifier A

Ear test sample 2

Projection matrix of 
Fisherface

Feature extraction

Classifier

A sample set of  ears a PCA feature extraction

Fig. 1. Principle block diagram of PCA and Fisherface complementary double feature extraction algorithm.
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support vector machine classifier (SVM) and minimum distance
classifier are used for classification and recognition respectively.
For the selection of kernel function in SVM, we choose Gaussian
kernel function, because the effect is usually the best, and the
number of parameter adjustments is relatively small, which is more
convenient. For the selection of K parameter value in the nearest
neighbor classifier, we take a higher value, which has a smoothing
effect and makes the classifier more resistant to outliers. The
experimental results are shown in Table I.

As can be seen from Table I, when PCA and Fisherface are
used alone for feature extraction, the recognition rate of the
classifier is not very high. When PCA is used for feature extraction,
the recognition rate of the nearest neighbor classifier is lower than
90%. The recognition is not good too. The main reason is that in the
process of constructing PCA feature subspace, the weights of each
dimension are different, and their weights are arranged from large
to small according to the eigenvalues of the overall dispersion
matrix of the training samples. In the design of classifier, SVMwill

Fig. 2. Ear image library I (1 frontal image, 1 slight angle change image, 1 light change image).

Fig. 3. Ear image library II (1 frontal image, 2 rotated images,1 light change image).

Table I. Comparison of classification and recognition accuracy of PCA, Fisherface and ICA

Ear image library Feature extraction method Classifier Recognition rate (%) Recognition time (s)

Ear image library I PCA Nearest Neighbor 87.43 0.035

SVM 92.38 0.121

Minimum Distance 90.31 0.018

Ear image library II PCA Nearest Neighbor 83.53 0.358

SVM 93.46 0.092

Minimum Distance 92.47 0.089

Ear image library I Fisherface Nearest Neighbor 85.21 0.045

SVM 86.79 0.176

Minimum Distance 91.38 0.086

Ear image library II Fisherface Nearest Neighbor 89.23 0.043

SVM 82.46 0.067

Minimum Distance 90.14 0.086

Ear image library I ICA Nearest Neighbor 94.84 0.067

SVM 93.32 0.186

Minimum Distance 92.98 0.124

Ear image library II ICA Nearest Neighbor 95.13 0.143

SVM 93.86 1.973

Minimum Distance 94.14 0.243

22 Yang Wang et al.
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find the feature dimension that contributes the most to the classifi-
cation interval and assign different weights. It conforms to the
characteristics of PCA feature space. In the nearest neighbor
classifier, each dimension of the feature has the same contribution
to the distance, and they are considered to have the same weight
value. This is the reason why the recognition rate of the nearest
neighbor classifier is not high in the feature space based on PCA.
However, the recognition rate of ICA single feature extraction is
significantly higher than that of PCA and Fisherface, mainly
because the important information needed in ear recognition
may contain the high-order statistical relationship between pixels,
while ICA feature extraction is the high-order information between
pixels, and each feature is independent of each other.

B. EXPERIMENT 2

The experiment of the complementary dual feature extraction
algorithm overcomes the limitations of the single feature extraction
algorithm. The experimental environment in Experiment 2 is
exactly the same as that in Experiment 1. When PCA algorithm
is used for single feature extraction, the classification recognition
rate of using support SVM and minimum distance classifier is high.
We consider two different classifiers, SVM and minimum distance
classifiers, which are used for pre-classification. Furthermore,
human ear test samples are divided into two parts, one part is
easy to recognize and the other counterpart is difficult to recognize.
As the complementary space of PCA, Fisherface is used to project
the hard to identify human ear image into the space for the second
feature extraction. For Fisherface feature extraction, the nearest
neighbor classifier is used, and the experimental results are shown
in Table II.

It can be seen from Table II that the recognition rate of the
complementary dual feature extraction method is significantly
higher than that of the principal component analysis (PCA), Fish-
erface and independent component analysis (ICA) single feature
extraction shown in Table I. This is mainly to project the human ear
samples that cannot be identified in the PCA single feature space to
the Fisherface space for the second feature extraction. Thus, there is
a lot of room to improve the recognition rate. These data again
proves the effectiveness of the PCA and Fisherface complementary
dual feature extraction method in improving the ear recognition
rate. Although the recognition time increases correspondingly, the
increase is within the range of affordability, and thus it directly
verifies the practicability of this algorithm. The key of this experi-
ment is to adopt the method of pre classification, divide the ear test
samples into two parts, one part is easy to recognize and the other
counterpart is difficult to recognize, and project the human ear test
samples that are difficult to identify into the complementary feature
subspaces for feature extraction again, and classification recogni-
tion, which can better overcome the limitations caused by the

relatively low recognition rate of single feature extraction of
principal component analysis, Fisherface and independent compo-
nent analysis.

VI. CONCLUSIONS
Human ear recognition technology is a new biometric recognition
technology, which has received widespread attention in recent
years. This technology has the advantages of high stability, high
reliability and relatively small amount of data to be processed. At
the same time, it is also a non-interference recognition technology,
which has become a popular research direction of the biometric
recognition. Ear recognition can complement face, fingerprint, iris,
gait and other biometric recognition technologies to improve the
identification accuracy of individual identity recognition, and can
also be used for individual identity authentication, enriching the
content of biometric recognition field. The key link in human ear
recognition technology is feature extraction, which determines the
success of human ear image recognition to a large extent. Cur-
rently, feature extraction methods can be classified into two
categories: one is feature extraction based on geometry, the other
is feature extraction based on algebra. The feature extraction
algorithm in this paper is an improvement of the feature extraction
algorithm based on algebra.

In this paper, an ear image recognition method based on
complementary dual feature extraction was proposed, which over-
came the disadvantages of many human ear images recognition
methods. First, according to the separability of the pattern feature
vector, the human ear test samples were divided into two parts.
Furthermore, one part is easy to recognize and the other counterpart
is difficult to recognize in a feature subspace. In our approach, the
complementary space of the PCA feature extraction space was
searched, using Fisherface as the complementary space, and using
Fisherface as the complementary space is mainly using the best
discriminative information of pattern as the complementary infor-
mation of the optimal representation of the pattern. In this way, it
could avoid the grave consequence that the classification perfor-
mance may drop sharply if different feature vectors were fused
together. From the experimental results of the algorithm proposed
in this paper, it could be seen that using the complementary dual
feature extraction could obtain a very high pattern recognition rate,
and this algorithm had high practicality. The key of the comple-
mentary dual feature extraction algorithm in this paper was to find
two feature subspaces with complementarity. At present, there are
many feature extraction methods for pattern recognition. Our next
step is to find a better complementary dual feature extraction
combination algorithm, so that it can be applied to ear image
recognition to further improve the recognition rate. In addition,
improving the recognition rate of human ear images with attitude
angle changes is also the focus of the next step of research. We can

Table II. Classification and recognition accuracy of complementary double feature extraction

Ear image library Feature extraction method Classifier Recognition rate (%) Recognition time (s)

Ear image library I PCA + Fisherface Nearest Neighbor 98.18 0.155

SVM 95.13 0.186

Minimum Distance 96.16 0.393

Ear image library II PCA + Fisherface Nearest Neighbor 97.63 0.262

SVM 96.87 0.369

Minimum Distance 94.62 0.182
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consider using the useful information that the physiological posi-
tions of human ears and faces are close to each other to carry out a
variety of biological features fusion, and then improve the recog-
nition rate of human ear images with attitude angle changes.
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