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Abstract: The tongue is a unique organ that is well protected inside the mouth and not affected by external factors; it is also
difficult to forge. Several biometric systems are widely used for authentication and recognition, such as fingerprints, faces, iris,
sound, and retina. Traditional biometrics represent a challenge and an obstacle as they can be falsified, duplicates can be made
(e.g., iris, face, fingers, and signature), or they are expensive and rarely used (e.g., DNA). The increased security measures called
for modern biometrics that is more secure, less expensive, and cannot be falsified. As a result, the goal of this paper is to create a
system for distinguishing people based on their tongue prints. It will contribute to solving many forensic issues and increasing
electronic security because it has features suitable for identification and biometrically distinguishing between people. In this
paper, the tongue is located based on the fixed window size method. After tongue localization, feature extraction using the VGG-
16 model, and a classification system that uses both transfer learning and machine learning as VGG-16, XGBoost, KNN, and
random forest classifiers, extracted features are then trained for personal identification. The dataset consisted of 1085 tongue
images of 138 people with a test ratio of 20%, and the results achieved an accuracy of 92%. The process of distinguishing people
through tongue prints has proven to be effective and accurate.
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I. INTRODUCTION

Identifying persons is one of the most important processes that has
recently interested academics due to its numerous uses [1]. It can be
used for protection in electronic attendance recording or person
verification systems. Researchers invented several methods, but
they need assistance with cost, safety, and speed issues [2]. There
was a research gap in this subject until biometric-based solutions
were established. Biometrics is a method that automatically uses a
person’s unique behavioral and physiological characteristics to
identify and verify that person’s identity [3]. Humans are identified
based on their bodily characteristics, not the exterior items they
must give. Since it is so difficult to recreate a person’s unique
characteristics, outcomes are usually almost accurate. Numerous
well-known approaches have previously been used to identify
human (fingerprint, face, retina, iris, etc.) [4]. Personal identity
is the most crucial one. Conventional identification systems use
badges, keys, cards, PINs, passwords, and biometric, behavioral,
and physiologic identifiers. There is a risk that the user’s identifi-
cation password may be lost, forgotten, or shared with others. The
user encounters difficulties such as theft and memory dependence.

Biometrics is increasingly vital for verifying a person’s iden-
tification in the current digital world; in every field, the use of
biometrics to verify a person’s identification is becoming more
prevalent. The technology is mainly used for identification and
access control or to identify people and offer surveillance-
controlled access. These bodily segments, including fingerprints,
the iris, voice, facial geometry, hand geometry, ear geometry, and
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DNA, can be utilized as biometrics. This method provides a high
degree of accuracy for identifying a person. Although these
approaches can guarantee that the person authenticating either
possesses the token or knows the password, they cannot guarantee
the individual’s personality [5]. Because these authentication
systems have some flaws, fingerprints may be degraded, altered
by labor, surgically altered, and damaged by burns and traumas.
Therefore, they are not stable. Retinal scanning is the susceptible
users can be affected by bright light and diseases such as cataracts
and astigmatism. Users with light-sensitive conditions, such as
cataracts or astigmatism, avoid examining the retina in bright light.
In intense emotional conditions, the voice may be influenced by a
cold or cough, increasing the likelihood of uttering incorrect words.
A biometric system should support information security’s identity,
authentication, and non-repudiation aspects. Because they are
susceptible to forgery, conventional biometric systems cannot
satisfy these authentication criteria. As a result, tongue prints
are gaining prominence as a new biometric technology for biomet-
ric authentication [6].

The tongue is an essential internal organ shielded from the
outside world by the protective covering of the oral cavity.
Individuals and identical twins have noteworthy variances in the
tongue’s defining characteristics. It is no surprise that the tongue
has its network of nerves, muscles, and blood arteries, just like
every other organ. It also has taste buds and papillae. Observing the
tongue’s properties, such as its color and form, is crucial in
traditional Chinese medicine for illness diagnosis [7]. Recently,
it has seen a rise in use as a biometrics tool. They aimed to create a
3D representation of the tongue that described the texture and form
of the tongue images. They constructed a database of 3D tongue
images that defined the images’ texture and form [8]. Every day, all
money transactions and payments are made through the Internet.
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As mentioned above, much other biometrics can be used. To this
day, tongue recognition technology is novel in biometrics; authen-
tication is the superior method for providing top-tier security. Some
examples of such uses are biometrics has great potential in many
areas, including account access, criminal identification, online
banking, ATM use, employee access, personal data access, medical
identification, and air travel [9].

The rest of the paper is organized as follows: Section II
discusses the related work. Section III presents the classification
methods that are used in the work. Section IV provides the
materials and methods as a dataset. Section V shows the findings
and discussion of the models, while Section VI states the most
critical conclusions.

Il. RELATED WORK

In 2007, David Zhang et al. [10] presented a verification frame-
work and new biometrics based on the tongue-print tongue image
database TBO06 contains 134 subjects. The method employed
extracts the textural features and shape and the Gabor filter. The
actual accept rate (GAR) was 93.3%, while the false accept rate
(FAR) was 2.9%. In 2009, K.H. Kim ez al. [11] suggested using a
digital tongue diagnosis system (DTDS). The method used is
graph-based segmentation, the database of tongue image Private
Contain 56 People with properties 1280F960 and RGB 24 bit-
BMP. The findings demonstrate that the segmented region contains
helpful information, omitting a non-tongue area, diagnosis of
tongue surface spots, and accurate coating, and the difference
rate is 5.5%. In 2014, Miao-Jing Shi et al. [12] suggested initializ-
ing the tongue area into the level set matrix for the under and binary
upper parts. The DGF was presented for segmenting the tongue
area and detecting the tongue edge in the image. The Geo-GVF
stood assessed in the upper part and evaluated the geodesic outpour
in the under part. A Shanghai University for TCM has already
collected a clinical tongue image database. Using 100 images,
compared to previous studies, the DGF demonstrated superior
outcomes. Its real-positive volume percentage reached 98.5%,
while its faulty-negative volume fraction was 1.42%. The
faulty-positive volume fraction was 1.5%. In 2016, R. S. Chora
[13] proposed some image tongue recognition methods and used a
private tongue image collection consisting of 30 images to test the
effectiveness of various methods of tongue recognition. A method
presented combines the results of tongue recognition using color
moments features (RGB and YCbCr) and Gabor filters. The
principal component analysis (PCA) technique preserved the Ga-
bor features that were the most helpful. In 2017, Meo Vincent et al.
[14] suggested a tongue print biometric identification system
capable of employing SIFT and BRIEF keypoint descriptor tech-
niques. To ascertain which of the two algorithms is more efficient
in recognizing images. Used a database from 30 stock images for
testing the suggested system. The test findings reveal that applying
the SIFT algorithm for tongue print identification resulted in an
average recognition time of 13.829 seconds, compared to 7.644
seconds for the BRIEF algorithm. The accuracy test results suggest
that applying the BRIEF algorithm enhances recall and accuracy
compared to the SIFT algorithm. In 2020, Wen Jiao et al. [15]
proposed PCA and the K-Means algorithm for tongue color
classification and diagnosis and clustering into four groups. In
total, 595 images of tongues were studied in total. The clustering
accuracy (CA), adjusted rand index (ARI), and Jaccard similarity
coefficient (JSC) were used to assess the results and successfully
classified the group tongue images into four groups. The CA, ARI,

and JSC were 89.04%, 0.721%, and 0.890%, respectively, and in
the color space L*a*b*, they kept 89.63% of the original
information.

Traditional biometrics represents a challenge and an obstacle
as they can be falsified, and duplicates can be made (iris, face,
fingers, and signature) or be expensive and rarely used (DNA). The
increased security measures called for modern biometrics that is
more secure, less expensive, and cannot be falsified. As a result,
this paper aims to create a system for distinguishing persons based
on their tongue prints. It will contribute to solving many forensic
issues and increase electronic security because it has features
suitable for identification and distinguishing between people bio-
metrically. Traditional biometrics represents a challenge and an
obstacle as they can be falsified, and duplicates can be made (iris,
face, fingers, and signature) or be expensive and rarely used
(DNA). The increased security measures called for modern bio-
metrics that is more secure, less expensive, and cannot be falsified.
As a result, this paper aims to create a system for distinguishing
persons based on their tongue prints. It will contribute to solving
many forensic issues and increase electronic security because it has
features suitable for identification and distinguishing between
people biometrically.

lll. CLASSIFICATION PROCESS

Most machine learning and deep learning operations involve
studying images, extracting their features, and storing them in a
database. Then the algorithm is grafted with a new image; its
features are extracted and compared with the features stored in the
database to identify whether the image belongs to one of the
previously stored classes. This process is known as classification.
The process used in this study belongs to supervised machine
learning. Many classifiers were used in this study, and they will be
discussed in detail to gain a deep understanding of this study [16].

A. XGBOOST

XGBoost is defined as a large-scale machine-learning system for tree
boosting. You can get the system as an open-source package that can
be installed on the python environment. The influence of the system
on various machine learning and data mining problems has received
widespread recognition. While domain-specific data analysis and
feature engineering are important components of our solutions, the
fact that XG Boost is the learners’ preferred option demonstrates the
effect and significance of our system and tree boosting. The most
critical component in XG Boost’s success is its scalability. The
system operates ten times quicker than current popular solutions on a
single computer and grows to billions of instances in distributed or
memory-constrained environments. The scalability of XG Boost
may be attributed to several significant algorithmic and systemic
advances. These innovations include a novel tree learning method
for managing sparse data and a theoretically supported weighted
quantile sketch procedure for managing instance weights in approx-
imation tree learning. Computers that are parallel and distributed
accelerate learning, enabling faster model exploration. Using out-of-
core processing, XG Boost enables data scientists to analyze millions
of instances on a single workstation [17].

B. K-NEAREST NEIGHBOR ALGORITHM

The k-nearest neighbor (k-NN) algorithm was first presented by
[18] as a nonparametric technique and allocates query data to the
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class to which most of its k-nearest neighbors belong. For instance,
the k-NN method classifies data independently without requiring
an explicit model. How well k-NN works depends on how many
neighbors are closest to it. In general, there is no way to determine
the best k. However, a trial-and-error technique is typically em-
ployed to determine its best value. The k-NN algorithm’s key
benefit is its ability to explain categorization results. On the other
hand, the main disadvantage is determining the best k and creating
a suitable metric for measuring the distance between the query
instance and the training examples. The standard k-NN algorithm
is (1) Determine the Euclidean distances between an unknown
object (0) and each object in the training set. (2) Based on the
calculated distances, choose the k objects from the training set that
are most similar to object (0). (3) Assign object (0) to the group to
which the majority of K objects belong.

C. RANDOM FOREST

A random forest (RF) resampling strategy employs the bootstrap
method, which involves randomly picking k samples from the
original training sample set N to produce new training sample sets.
Subsequently, to produce RFs, k-classification trees are con-
structed according to the bootstrap sample set. The new data
classification outcomes depend on the score determined by the
classification tree’s vote. The algorithm is described as [19]:
(1) The initial training set is N, and the bootstrap method is
used to randomly select K new self-help sample sets and build
K classification trees. K data outside the bag are samples not drawn
at each time point. (2) Mall variables are set in total, and more
variables are chosen at random at each node of each tree. The
variable with the greatest classification ability is chosen. Each
classification point is examined to determine the variable classifi-
cation threshold. (3) Pruning allows each tree to reach its full
potential. (4) RFs are formed by the generated multiple-classifica-
tion trees. New data are collected and classified using the RF
classifier. The classification results are determined by the number
of votes provided by the tree classifiers. RFs enhance the algorithm
for decision trees by merging many decision trees. Each tree is
created using a sample that was individually extracted. The distri-
bution of trees in the forest is uniform. Classification error depends
on each tree’s classification capacity and correlation. Utilizing a
stochastic strategy, feature selection is used to partition each node.
The mistakes created under different conditions are then compared.
The number of selected characteristics is determined by detecting
internal estimating errors or the classification and correlation
capabilities. A single tree’s capacity for categorization may be
poor. After generating a large number of decision trees at random
and doing statistical analysis based on the classification outcome of
each tree, the classification most likely to apply to a test sample is
picked.

lll. MATERIALS AND METHODS
A. TONGUE IMAGE ACQUISITION

The first step in a computerized tongue identification system is
obtaining digital tongue images. Researchers have investigated the
use of digital cameras in tongue examination for years as digital
image technology has advanced. Different types of color cameras
obtained images of the tongue under white illumination. Research-
ers have paid increased attention to this development since these
imaging devices are inexpensive and quick to install. Nearly 10
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Fig. 1. Proposed acquisition image tool.

imaging systems with different imaging characteristics have been
developed. These advanced acquisition devices differ mainly in the
light source and camera choice. Because these devices were not all
the same, the quality of the tongue images they took was different.

Before starting the system, the dataset containing the image of
the own tongue must be loaded. All images are captured for 138
individuals, with eight images per individual, using an iPhone 12
pro max camera with a resolution of (9 megapixels). We set up an
appropriate environment for image capture. This environment can
be created with a high-density fibreboard box measuring 45.5 X
17 x 27.5 cm>. The light source was positioned on one side of the
camera (corresponding to the person). The fixed distance between
both the camera and the candidate is 15 cm. In addition to uniform
lighting, this system is designed to ensure that every image has the
same environment and conditions. Totaling 138 individuals, 87
females and 51 males had their tongues collected. Each individual
was photographed eight times, and a total of 1104 photographs
were obtained. Due to the presence of deformation caused by the
subject’s motion, nineteen images were excluded. The remainder
was 1085 images of 138 items (person). Figure 1 illustrates the
proposed acquisition image tool.

B. PREPROCESSING

Following the tongue image acquisition process and before the
execution of the feature extraction procedure, the native tongue
images are put through a series of image preprocessing operations.
These operations include converting colors and the crop of the
same tongue region from each image. Lips, teeth, and other facial
features are frequently affected. Region of interest (ROI) extraction
is part of the preprocessing stage. That describes a region in the
shape of a rectangle whose primary component is the body of
the tongue [20]. Before feature extraction, the initial pictures of the
tongue are exposed to a series of image-processing processes, such
as extraction ROI from original tongue images. Traditional seg-
mentation methods are force complex to segment an object from
the image, revealing the face’s central part (mouth region). Because
the mouth area contains not just the tongue but also teeth, lips, the
mouth itself, and other objects, how to get the tongue, among other
things, in that mouth area is the problem of this image segmentation
[21]. Many methods are used to extract ROI by window (fixed size
window): In the preprocessing of a tongue print identification
system, the main task is the localization and segmentation of
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ROI. Extraction ROI seeks to determine which portion of the
picture fits the center of the tongue body, maintaining the helpful
information in the ROI, deleting the unnecessary information in the
background, and taking fixed-size windows from the center of the
image. The essential rule in extracting ROI is that ROI should
automatically be extracted for all tongue images in the dataset.
Perfect ROI extractions of tongue pictures will considerably
minimize the computing complexity of any future processing
and increase the tongue print identification system’s performance
[22]. Cropping is an essential technique for improving collected
images’ visual quality. Its purpose is to enhance an image by
improving its composition, adjusting its aspect ratio, and removing
any extraneous information from the image. Automatic image
cropping has gained significant attention from academia and
business over the last decades because cropping is a frequent
necessity in photography but a tiresome task when multiple
photographs have to be cropped. The study on image cropping
concentrated mainly on cutting the primary subject or most crucial
section of an image for usage in miniature displays or to make
image thumbnails; this reflects the no uniqueness of image crop-
ping. Start with an image as your source. You may get several
different excellent crops (denoted with “p”) by experimenting with
various aspect ratios (e.g., 1:1, 4:3, 16:9). Even while maintaining
the same aspect ratio, there are a few different cropping choices that
are acceptable. If we take the crop in the middle of the three with a
16:9 aspect ratio as the ground truth, the bottom one, which is a
poor crop and is designated by the letter “x,” would have a more
giant IOU (intersection-over-union) than the crop at the top,
although having a lower esthetic quality. Demonstrates that IOU
is not a trustworthy criterion for assessing crop quality. These
approaches were primarily concerned with attention scores or
saliency values. Attention-based methods may provide visually
unappealing results with little regard for the overall image compo-
sition [23].

Furthermore, a user study was used as the primary criterion to
subjectively evaluate cropping performance, making it impossible
to compare different approaches objectively. Recently, several
benchmark databases have been released for image cropping.
On these datasets, knowledgeable human participants labeled
one or more bounding boxes as “ground-truth” cropping for
each image. Two objective measures, boundary displacement error
(BDE) and intersection-over Union (IOU), were developed to
evaluate the effectiveness of various image-cropping algorithms
on these datasets. Numerous academics can now build and evaluate
cropping algorithms because of these publicly accessible standards,
greatly aiding research on automated picture cropping. Despite
several efforts, specific intractable issues remain due to the partic-
ular features of picture cropping. Baseline C crops the central part,
whose width and height are 0.9 times the source image [23]. The
textural characteristics of the tongue are predominantly present on
its center surface. To extract this information, we created an area of
interest from a subimage of the segmented tongue image (ROI)
[10]. Figure 2 depicts the database composed of images of the
tongue, and Fig. 3 demonstrates the determination of ROIL.

C. FEATURES EXTRACTION

Feature extraction is a critical function in many image applications.
A feature is a property of an image that may capture a certain
optical quality globally for the whole picture or specifically for
areas or objects. Deferent features such as texture, shape, and color
can be disengaged from an image. The surface is the variation of

Fig. 3. The ROL

data at different scales. Various techniques have been created for
texture extraction, such as VGG 16. They can be extracted from
wavelet transform coefficients and co-occurrence matrices [24].
Extracting features from an image and storing them as feature
vectors in a feature database is the primary goal of feature extrac-
tion. The image’s data are discovered by analyzing the value of this
feature (or group of values), known as the feature vectors. Images
in the database are compared to the query image using these feature
vectors. Features are a method used in pattern recognition to
differentiate between different types of objects—extraction of
features such as shape, texture, and color. When designing an
image retrieval system, it is possible for there to be many repre-
sentations of each feature [25]. Accordingly, the features retrieved
at each level are the results of the final layer, resulting in a feature
pyramid [26]. The VGG16 Model for feature extraction comprises
a thousand-node output layer, three dense layers for the FC layer,
and sixteen convolutional layers with five Max Pooling (for 1000
classes). In the context of this investigation, the top layers (FC and
output layers) have been removed [27]. As feature extractors from
images, transfer learning (TL) algorithms are applied from DL.
Several studies have used the pretrained DL model to classify
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breast cancer based on images from the BreaKHis histopathology.
For example, the authors of [28] employ VGG16 as pretrained DL
models to categorize the BreaKHis dataset. The fundamental
objective of this research is to investigate whether or not pretrained
deep learning VGG16 can be used effectively as a feature extractor
for binary and multiclass breast cancer histopathology image
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classification tasks once VGG16 has been modified specifically
for these tasks. These breast cancer histology images are from the
BreakHis 40X magnification dataset, which is open to the public
[28]. BreakHis categorization was performed using VGG16 at 40X
magnification. On multiclass classification, they scored 89.6%.
One explanation for these poor results is because both employed
CNN as a classifier model, which may need precise parameter
adjustment. Consequently, supplying the characteristics to the
classifiers may provide excellent results [29]. Several considera-
tions are presented: Rather than integrating feature extraction and
classification inside a single model, it is preferable to use a CNN
that has already been trained for feature extraction. Second, the
problem of the multiclass sort in BreaKHis is complex and requires
the input of several experts in their respective fields. Third, a data
augmentation approach needs to be implemented to lessen the
imbalance in the dataset [27].

D. CLASSIFICATION FROM PRETRAINING DEEP
LEARNING

Due to the success of CNNs in many areas, there is now a large
variety of CNN designs with distinct deep characteristics and
learning requirements. Here, we investigated three CNN architec-
tures that are traditional and representational of contemporary
feature extractors with potential intermediate representations for
capturing complicated visual representations. Figure 4 shows the
pretraining of our proposed system.

The CNN architectures used here were chosen for their proven
success in natural image recognition tasks. It is possible, however,
that they are not well suited for representing and discriminating
patterns. Therefore, we used TL to acquire a representation. TL is a
well-known method that applies learned weights from meaningful
broad picture representations by adapting many layers to a particu-
lar domain, such as tongue images. The Mk model (k=VGG16)
formally specified the learned picture representation as Mk =
[F, P(F)], where F is the feature space and P(F) is the marginal
probability distribution. In this scenario, the generic picture domain
was represented hierarchically with respect to the job at hand by the
notation F = [Fi (Fi-1). Consequently, the problem’s initial defini-
tion of classes Dt =[dl, ..., dn] was included in the scope of the
task Tt (ImageNet). As such, TL’s goal was to transform the
generic codified learning task Tt into a different task Ts, as
Tt = [Dt, Mt] — Ts [Ds, Ms]. TL (Tt—Ts) is an adaptive, iterative
approach that utilizes a relatively modest learning rate and batches
from a new domain, in this instance, trained CT slices. Finally, a
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Fig. 4. Pretraining of our proposed system.
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Fig. 5. The architecture of the VGG16 model.
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Fig. 6. Block diagram of the proposed systems.

detailed representation of each CNN architecture was obtained.
Figure 5 depicts the architecture of the VGG16 network, and Fig. 6
shows the block diagram of the proposed methods.

IV. RESULTS AND DISCUSSION

The performance of the designed intelligent classification system
must be verified by evaluating the classification accuracy. This
evaluation accuracy is performed by implementing the designed
classification system on the testing dataset and determining the
accuracy between the aggregated class obtained by the designed
intelligent system and the predefined class of each element in the
testing dataset and the second measurement of the relationship
among the outputs of the neural network and the targets. Perfect
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Fig. 8. Loss of transfer learning method.

training makes the network outputs and the targets would be the
same. The VGG16 model was used without a fully connected
classifier/layers, and the classifier was added to it by adding three
blocks (batch normalization 512, global average pooling 2D 512,
and Dense 138). In the implementation of the model, it was
determined that the number of epochs was 50, the batch size
was 32, the loss function was categorical cross-entropy, and the
select optimizer was Adam. To work with pretrained weights, the
model’s parameters must be untrainable, which is important.
Figure 7 represents the accuracy of the learning transfer method.
It is noticed from Fig. 8 that the highest value reached overall
accuracy in this model was 90.23%. Also, it is noticed that there is
high stability between training and validation accuracy, and there is
no overfitting, which indicates that the model is perfect. Figure 8
shows the loss of the learning transfer method. It is noticed that the
lowest value we reached in this model is 0.478, which indicates the
stability of the model used in VGG16.

In this section, the VGG16 model was used as a feature
extractor, as shown in Table I, the features were extracted from
the images of the tongue. Then, three machine learning models
were added to the model as classifier functions: KNN, XGBoost,
and RF models. The data were divided into 80% training and 20%
testing. Table I shows the accuracy values of the embedding
methods for three classifiers, it appears the highest result with
the top accuracy and the average of the top 5 accuracies. It is
noticed from this method that when deep learning and machine
learning are combined, the run speed of the model is higher, but the
accuracy is lower compared to the TL and fine-tuning models.

Table I. Accuracy of the embedding methods
Classifier Top accuracy (%) 5 Top accuracy (%)
KNN 75.3 73.2
XGBoost 86.8 85.4
Random Forest 78.1 75.6
Table Il. Comparison with other studies
No. of Accuracy
Ref. classes Method (%)
[10] 134 Gabor filter 93.30
[18] 174 k-NN 92.00
Gabor filter 83.00
[30] 34 SVM 97.05
[31] 30 Bhattacharyya distance 93.00
Our work 138 VGGl16-transfer learning 90.23
VGG16-embedding 85.40

(XGBoost)

In conclusion, Table II summarizes the findings of many
investigations conducted on the tongue image categorization sys-
tem. The accuracy of the comparison was scored and used as the
basis for the evaluation. It is essential to highlight that due to the
disparity between the data sets, it is impossible to make direct
comparisons (for example, the number of images). However,
compared to previous efforts, ours did far better, demonstrating
the dependability and robustness of the model provided.

V. CONCLUSIONS

In this work, distinct observations and conclusions were obtained,
which could be summarized as follows: The process of distinguish-
ing people through tongue prints has proven effective and accurate,
with an accuracy of 92%. Adding and modifying the model gave
better results than using the same model without any development
or modification because no ready-made model works with all cases.
This study can be improved in the future by expanding the database
to include the most significant number of people and using deep
learning models other than VGG16 and implementing and testing
work on other age groups more significant than the ages taken in
this work.
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