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Abstract: Fruit growing has played a huge role in solving food supply issues in many countries. However, the yield and quality of
fruits can be affected by various diseases, and thus timely and accurate identification of disease conditions is particularly
important. Currently, using image recognition and object detection technology to diagnose fruit tree diseases has become a
research hotspot in forestry informatization. Convolutional neural networks eliminate the preprocessing of manual feature
selection and have high recognition performance. However, it is not easy to train due to the risk of gradient disappearance. In
order to achieve better recognition effect, this research addresses the problem of applying small-scale data samples through data
enhancement and transfer learning, and it optimizes the model by combining the two main attention mechanisms of SE and
CBAM with ResNet50. Through experiments, it is found that the CBAM ResNet50 model has the best effect, improving the
application performance of the studied model in actual scenarios.
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I. INTRODUCTION
Fruit has always been an important object to help solving the
human food crisis and promote human vitamin intake. Apples are
widely consumed by human beings and one of the important cash
crops in China and many other countries. However, long-term
cultivation has reduced the quality of the growth environment of
fruit trees, and the occurrence of diseases in the planting process
has become increasingly serious. It will cause a large reduction in
apple production, causing incalculable economic losses to fruit
farmers. At the same time, the massive use of pesticides has also
brought hidden dangers to food safety [1]. Therefore, timely and
correct identification of various diseases is crucial for maintaining
fruit tree yield. With the continuous progress and application of
new technologies related to artificial intelligence, traditional fruit
tree protection methods are no longer suitable for modern forestry
management. In the process of traditional forestry conservation, we
mainly rely on experience to accumulate, and rely on technical
personnel to identify and judge with the naked eye on the spot. This
way of work has low identification efficiency, large error poor
timeliness, and strong subjectivity. With the continuous explora-
tion of forestry informatization construction, the examples of
pattern recognition technology applied to fruit planting and pro-
duction are gradually increasing, and forestry informatization and
intelligence become the mainstream trend of development [2]. The
application of image recognition technology to modern agricultural
production can effectively identify and accurately operate pests and
diseases and reduce the overuse of pesticides, this is of important
significance for the modern management of forestry. Deep learning
can eliminate subjective errors caused by manual operations during
feature extraction and achieve automatic extraction. The target

detection is an important practical application of deep learning.
With the deepening of research, a variety of object detection
algorithms have been generated, which can locate and recognize
single or multiple objects in the image, and classify the located
objects and are continuously used in computer vision task exer-
cises, such as pedestrian detection and video analysis [3]. Because
early apple diseases can mostly be detected through leaf observa-
tion, this paper takes the leaves as the main detection object, uses
ResNet50 network mode and combines the attention mechanism to
make the model calculation more accurate than the traditional
neural network model, and making the target detection algorithm
more practical in the application of fruit tree disease and pest
recognition [4]. The rest of the paper is structured as follows.
Section II presents the relevant research work. Section III intro-
duces the research methods used in this paper, including a com-
prehensive application of ResNet50 and data enhancement, transfer
learning, attention mechanisms, loss function, etc. To better com-
pare the results, this article selects CBAM and SE, two of the most
popular attention mechanisms currently used, for application com-
parison. Section IV introduces the dataset used in this article. The
Section V introduces the experimental process and analysis of the
experimental results, and the Section VI provides a summary.

II. THE RELATED WORK
In recent years, intelligent recognition algorithms of plant disease
have been constantly innovated. The existing algorithms are
mainly based on traditional computer vision task and deep learning
[5].

Most of the traditional methods of computer vision use image
processing technology to preprocess the harmful image and then
extract the features artificial selection according to personal expe-
rience. Common research methods include support vector machine,Corresponding author: Xiedong Song (e-mail: sxdmail@163.com).
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random forest, and morphology, such as Jia Qingjie proposed a
multi threshold segmentation algorithm for apple diseased leaves,
focusing on leaf spot disease, mosaic disease, and brown spot
disease. First, the image of apple diseased leaves was filtered. Then,
the fuzzy C-means were used to cluster the lesion images. Finally, a
multithreshold algorithm was used to segment the apple disease
leaf image, resulting in a lesion image with a segmentation
accuracy of over 94% [6]. Wang Liwei uses the method of support
vector machine to label the texture and shape information of the
diseased area, with an accuracy rate of nearly 95% [7]. Hossain
et al. conducted a variable statistical test based on the unique
feature differences among three different diseases on tea and
implemented disease identification using support vector machine
methods, reducing computational time in the work and promoting
an average acceleration of 300 milliseconds per leaf, with an
overall accuracy of 93.3% [8]. Although the overall recognition
effect of traditional computer image processing technology is
relatively good, its feature extraction needs to be manually recog-
nized by relevant experts before being sent to the selected model for
training. This feature extraction process is too cumbersome, and the
recognition accuracy is greatly affected by the extraction accuracy
[9]. Therefore, the proposed methods are mostly targeted at a
specific situation, and their transferability between different crop
diseases and pests is not high, causing its weak universal
applicability.

Deep learning has become a research and application hotspot
for many animal and plant disease recognition scholars [10].
Mideth Abisado and others use a combination of machine language
and natural language to monitor the spread of diseases [11]. Dai
Zehan built two kinds of recognizers using convolutional neural
network and transfer learning. By comparison, they found that the
eight types of recognizers based on MobileNet V1 structure
performed best, with a recognition accuracy of 93.7% for all
images [12]. Sladojevic and others will use data enhancement
technology combined with migration CaffeNet parameter model to
fine tune the model. The recognition result shows that the correct
rate is 96.3% [13]. Brahimi M et al. used the AlexNet model based
on transfer learning to realize tomato leaf disease recognition, and
the experimental result reached 98.6% [14]. Mehment Metin
Ozguven et al. realized the automatic detection of sugar beet
leaf disease areas through the improved Fast R-CNN model,
and the accuracy rate reached 95.48% [15]. Geetharmani G.
et al. built a new plant leaf disease recognition model based on
DCNN for plant leaf disease, The model was trained using a
publicly available dataset containing 39 different types of plant
leaves and their background images. After extensive simulation,

the classification accuracy of the model reached 96.46 [2]. The
emergence of deep learning can solve the shortcomings of
traditional computer vision technologies such as manually select-
ing features, and a large number of experiments have shown that it
can achieve higher recognition accuracy than traditional computer
vision [16]. Hiram Ponce et al. used a new CNN+AHN classifier to
classify tomato diseases with an accuracy of 95% [17].

Therefore, this paper mainly adopts deep learning methods to
conduct experiments and attempts to combine residual neural
networks with attention mechanisms to find more efficient working
modes among them.

III. THE RESEARCH METHOD
A. CONVOLUTIONAL NEURAL NETWORK (CNN)

Convolutional neural networks (CNN) are the most commonly
used network models in various deep learning tasks. It consists of
multilayer neural networks including convolutional layers, pooling
layers, and fully connected layers [18]. The core idea of CNN is to
quickly extract local feature information from input data through a
series of convolution operations.

Convolutional layers are the most core part of neural networks,
which use convolutional kernels to obtain important local feature
information in input data, making the training process of the model
simpler.

The pooling layer can achieve downsampling function, com-
press sample data, and it effectively reduces the redundant infor-
mation represented by the feature map. There are usually two
operating modes: average pooling and maximum pooling.

The fully connected layer is to convert feature maps into
output results. In a fully connected layer, each neuron can be
allowed to connect to all neurons in the previous layer, and the
output data represent the probability of judging the input data as
results of different categories [19].

The structure of a CNN can include multiple convolutional and
pooling layers, and ultimately, the feature map is mapped to the
output result through a fully connected layer [20]. It adjusts the
deviation through a backpropagation algorithm to make the final
output data result more accurate. At present, CNN has been
proven to be an effective working method for object detection
and image classification tasks [21]. The Fig. 1 shows us the
workflow of CNN.

Based on the above characteristics, convolutional neural net-
works have become a common technical application in image
classification tasks.

Fig. 1. CNN network workflow.
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B. RESIDUAL NEURAL NETWORK (RESNET)

Residual neural network (ResNet) is an optimized neural network
structure and a classic network model in the field of machine
learning in recent years.

A common neural network structure consists of multiple layers
and allows workers to determine the number of stacked layers
themselves. Because each layer will transform the input from the
previous layer into a higher level feature representation and output
it. Therefore, in traditional neural networks, for the sake of pursue
better computational performance, researchers attempt to add as
many layers as possible to continuously map inputs to outputs. But
as the number of layers in the structure increases, the gradient
signal will gradually disappear, making the training process more
difficult [22,23]. To address this deficiency, in 2015, He Kaiming
et al. proposed an optimization method for ResNet, which mainly
uses residual blocks to solve the gradient vanishing problem in
deep neural networks.

ResNet utilizes residual blocks to introduce skip connections
on the basis of common neural networks. When the calculation
results are affected by the vanishing gradient, it allows the input to
be directly connected to the output of subsequent layers, thereby
preserving the original data information and making the gradient
easier to propagate [24] as shown in Fig. 2.

The architecture of the ResNet model can be composed of
multiple residual blocks, which are concatenated to form a new
working model of the neural network. ResNet can also use algo-
rithms such as random gradient descent (SGD) and cross entropy
loss function to help optimize the training process [25,26]. Through
multiple rounds of iterative training, the parameters of the model
are adjusted to the optimal value, achieving higher recognition
accuracy results in target detection or image classification tasks.

C. ATTENTION MECHANISM

(1) THE WORKING PRINCIPLE OF ATTENTION MECHANISM.
The attention mechanism originated from the study of neurosci-
ence, based on the principle that the brain pre judges the importance
of all information during work, prioritizing the processing of those
important information. Later, attention mechanisms were intro-
duced and applied in the field of artificial intelligence [27]. At
present, it has been applied to all aspects of deep learning,
including data analysis, natural language processing, image recog-
nition, and reinforcement learning.

The core of attention mechanism is to assign weights to data
information at different positions, marking and distinguishing its
importance in training tasks through the size of the weights, thereby
helping to extract effective features.

In the comprehensive application of various neural networks,
attention mechanism adjusts the importance of data at various

positions through dynamic weighting and then highlights the
characteristics of important parts.

The application of attention mechanism in image classification
and recognition tasks mainly involves introducing attention mod-
ules into selected network models, which are used to select
important regions in the image for classification and help improve
the classification accuracy of the model.

Usually, image classification models need to process image
data containing a large number of pixels, and attention mechanisms
can help the model better focus on important areas. Specifically,
the attention mechanism can be achieved through the follow-
ing steps:

a. Feature extraction: The working model first converts the
input image data into a series of high-dimensional feature
vectors for feature extraction.

b. Attention calculation: Then, the working model performs
attention calculation on the feature vectors to obtain the
weight of each feature vector.

c. Feature weighting: Next, the working model applies attention
weight to the feature vector to obtain the weighted feature
vector.

d. Feature fusion: Finally, the model fuses the weighted feature
vectors into a global feature vector and transports it to the
classifier for classification calculation.

In this way, the attention mechanism can help the model better
focus on important areas in the image, thereby improving classifi-
cation performance. At the same time, attention mechanism can
also help the model learn more explanatory features, thereby
improving the interpretability of the model.

Below, we will introduce the two main attention mechanisms
used in this experiment.

(2) SE MODEL. SE attention networks mainly add attention in
the channel, and the two most important parts are squeeze link and
excitation link.

The SE module can calculate the importance of all channels in
the feature map through automatic learning, next,set different
weight values to each feature based on this. Those feature of
channels that are helpful for the task will be strengthened, while
those that are not useful will be suppressed.

As shown in the following Fig. 3, before using the SE attention
mechanism (Figure C on the left), the importance of each channel
in the feature map was the same. After using SENet (Figure C on
the right), different weights are represented by different colors, so
that each feature channel has different importance for the measure-
ment of the network model.

The work steps of the SE module are summarized as follows:

a. Input feature map: In SENet, the input feature map can be
image data of any size.

b. Enter the squeeze module: This module is responsible for
globally averaging and pooling the input feature maps,
compressing them into global features for each channel,
and then inputting this feature vector into the exit module.

c. Enter the exception module: This module is responsible for
learning the global features of each channel and obtaining the
weights of each channel. This module consists of two fully
connected layers. The first fully connected layer converts the
input feature vectors into smaller vectors, and the second
fully connected layer converts the smaller vectors into the
weights of each channel. The weights learned through this

Fig. 2. ResNet network solution.
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module can adaptively reflect the importance of each channel
for image classification.

d. Conduct channel attention weighting: Multiply the weight of
each channel by the feature map of that channel to obtain the
weighted feature map. Here, the role of weights is to high-
light important channel features and suppress unimportant
channel features, thereby enhancing the model’s attention to
important features in the image.

e. Perform feature extraction and classification for the next
layer: The weighted feature map is used as the input for
the next layer to continue feature extraction and classifica-
tion. Due to the fact that the weighted feature map can more
accurately reflect the features of the image, it can help the
network better distinguish different categories and improve
the accuracy of the model.

The SE mechanism can be introduced into ResNet for use, and its
network structure is shown in Fig. 4.

Overall, SENet enhances the attention of neural networks to
important channel features by introducing channel attention me-
chanisms, improves the accuracy and robustness of the model, and
enables the network to better cope with various image classification
problems.

(3) CBAM MODEL. Attention mechanism can be divided into
two types according to the different goals of attention: channel
attention mechanism (CAM) and space attention mechanism

(SAM). The channel focus mechanism pays more attention to
the relevant information between channels in each feature map.
Spatial attention mechanism is concerned about the spatial location
of the key information on the feature map [28].

CAM and SAM have their own advantages and disadvantages.
The advantage of channel focus mechanism is that it can strengthen
the correlation between each channel and reasonably allocate the
proportion of resources occupied by each channel. The disadvantage
is that the information of feature positions is easily overlooked and
compress it into a feature map of 1× 1 channel information. The
advantage of spatial attention mechanism is that it can realize fast
location and recognition, but the disadvantage is that it overempha-
sizes the importance of location and ignores the information contained
in the channel [29]. It causes all channels to be compressed into a
single channel, which makes the information contained in the feature
map relatively complex and difficult to identify key information.

Therefore, this paper combines the advantages of two attention
mechanisms and adopts a hybrid attention mechanism: CBAM.

The CBAM flowchart is as follows. The input data of feature
map first passes through the CAM, multiplies the channel weight
and the input feature map, and then enters the SAM. The normal-
ized spatial weight is multiplied by the input feature map of the
SAM to obtain the final weighted feature map.

The structure of CBAM module is shown in Fig. 5.
As shown in the earlier figure, CBAM consists of an input link,

a channel attention module link, a spatial attention module link, and
an output link. Input features, and then perform a one-dimensional
convolution operation in the CAMmodule. Multiply the result with

Fig. 3. SE model.

Fig. 4. SE-ResNet workflow. Fig. 5. CBAM model.
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the original image to obtain this value as the input. Perform a two-
dimensional convolution operation through the SAM module, and
multiply the output result with the original image again to obtain
the desired result [30].

By adding CBAM modules to the ResNet50 model, the two
can be combined to enhance their performance in graphic classifi-
cation work.

The specific method is to selectively add CBAM modules to
the residual blocks of the ResNet50 model. Between the input and
output of each residual block, the CBAM module is used to
increase the weighting process of channel and spatial attention.
The CAM module can learn the correlation between channels by
averaging and maximizing pooling for each channel and then use a
fully connected layer to calculate channel attention. The SAM
module can capture spatial structures in images through spatial
average pooling and maximum pooling and use fully connected
layers to calculate spatial attention. Finally, multiplying the chan-
nel and spatial attention will help enhance the feature representa-
tion ability of the image. Therefore, by adding the CBAM module
to the ResNet50 model, the model can adaptively focus on
important features and improve its feature extraction ability and
classification accuracy.

In this experiment, we embedded CBAM into the bottleneck
structure of ResNet50 to form a new structure to help suppress non
critical feature channels in image data and enhance key feature
channels.

Sixteen CBAM modules have been added to the original
structure of ResNet50 to extract attention information. The ResNet
work model is focused on key information to improve the recog-
nition performance of the model. At the same time, the CBAM
bottleneck structure involved in this paper is a modular structure,

which can be copied to other residual network structures with
different network layers, as shown in Fig. 6.

D. TRANSFER LEARNING

Transfer learning is an important data processing method that can
be applied to deep learning training. It aims to apply the preac-
quired knowledge and experience to various working environ-
ments. It can borrow empirical data obtained from one task from
another task under similar conditions. Transfer learning starts from
this similarity between two tasks and applies the beneficial param-
eter transfer learned in the old model to the newmodel. In computer
vision work, transfer learning is often applied to neural networks
with convolution, which can extract and summarize the features of
objects, thus obtaining some basic structures. And the basic
structure of many neural networks is similar [31]. So we can
use some mature deep learning networks to extract the network
parameters of the features and then connect them to our own
network. The resulting neural network can only extract more
advanced features without extracting some basic structures [32].
The goal of training a well-performing network in a relatively short
period of time can be achieved.

There are two common working methods of transfer learning:
the method of fine-tuning the network and the method of taking the
model as feature extraction. The difference between the two is that
the former fine-tuning trains all network parameters after changing
the network, while the latter freezes the previous layer and only
trains the last layer, resulting in a fast training speed.

In the research of this paper, we first train the ImageNet dataset
to find the appropriate feature quantity and parameter data, and then
apply it to the self-collected data set to make up the shortage of
small number of sample data sets in analysis work.

IV. THE DATASET
There are many types of fruit trees. In order to better detect
diseases, we select in this experiment leaf image data of the
four most common fruits in China as representatives, and we
divide them into 10 types based on their health status. They are

(a) apple juniper rust, (b) apple health, (c) apple gray spot,
(d) peach health, (e) peach bacterial plaque, (f) grape black rot,
(g) grape health and (h) grape leaf blight (i) cherry powdery
mildew and (j) cherry health. A total of 6023 image samples.
As shown in Fig. 7.

Due to the limited number of images contained in this dataset, in
order to facilitate model training, this experiment preprocessed and
enhanced the collected data images, including resizing, cropping,

Fig. 6. CBAM-ResNet workflow. Fig. 7. Data set of fruit tree disease.
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tensor, and normalization operations. The comparison effect
between the two is as follows Figs. 8 and 9.

In the experimental process used in this paper, the dataset was
divided into two parts, with 80% of the data samples being divided
into the training set and the other 20% being divided into the
testing set.

V. EXPERIMENTAL DESIGN
A. EXPERIMENTAL ENVIRONMENT

In the experiment of this paper, Python 3.9 was used as the
programming language, Anaconda3 as the development environ-
ment, Python as the learning library environment, and CUDA11.3
as the computing platform. The final training work is completed

through cooperation between the local computer and the network
server based on the computational complexity.

B. EVALUATION INDICATORS

To correctly evaluate the performance of this research in fruit tree
disease recognition, combined with the objective situation that the
sample category of the image dataset in this study is relatively
small, I decided to use accuracy and recall as an index to evaluate
the performance.

The accuracy is the number of predicted correct samples/all
samples. The calculation formula is shown in formula (1):

Accuracy = ðTPþ TNÞ=ðTPþ TNþ FPþ FNÞ (1)

The recall rate refers to the ratio of the predicted correct quantity of
a category to the actual total quantity of that category. The formula
is shown in formula (2):

Recall = TP=ðTPþ FNÞ (2)

C. RESULT ANALYSIS

In this experiment, different network models such as normal
ResNet50, SE-ResNet50 network, and CBAM-ResNet50 were
tested for their effectiveness in identifying fruit diseases.

The test loss is shown in from Figs. 10 to 12:
According to the above graphical analysis, the testing losses of

SE-ResNet50 and CBAM-ResNet50 in the later stage are superior
to the traditional ResNet50 mode.

The classification accuracy and recall rate are shown in
Table I.

Fig. 8. Before image preprocessing.

Fig. 9. After image preprocessing.
Fig. 10. Test set loss for traditional ResNet50 work mode.

Fig. 11. Test set loss for SE-ResNet50 work mode.
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As shown in the table, the CBAM-ResNet50 model has the
highest performance compared to the original ResNet50 model and
SE-ResNet. In terms of accuracy, it has improved by 5.18%
compared to the ResNet50 network model and 0.2% compared
to the SE-ResNet model. In terms of recall rate, it has increased by
7.27% compared to the ResNet50 network model and 0.27%
compared to the SE-ResNet model. This experimental result proves
that using the CBAM-ResNet50 model can effectively improve the
performance of disease classification.

VI. CONCLUSIONS
Rapid identification of plant disease is of great significance to
modern fruit cultivation. This paper studies the use of small sample
data through data preprocessing and transfer learning. We use
ResNet50 as the main working model, and try to combine ResNet,
data enhancement, transfer learning, attention mechanism, loss
function, and other technologies related to machine learning
for comprehensive application. Compared with the traditional
ResNet model, the method adopted in this article can achieve
better classification results. To explore the optimal attention
selection, this experiment optimized ResNet by using two of the
most popular attention mechanisms, CBAM and SE, respectively.
It was found that in this experiment, the combination effect of
CBAM-ResNet50 was slightly better than SE-ResNet50, with an
accuracy of 96.94%. Therefore, this experiment demonstrates that
the combination of convolutional neural networks and CBAM
attention mechanism can effectively improve the accuracy of the
model and achieve better performance in fruit tree disease
recognition.
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