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Abstract: This study presents the Learnix project that utilizes the GPT-4 large language model (LLM) to enhance interactive
learning in eLearning platforms, with a specific focus on generating dynamic multiple-choice questions (MCQs) and providing
tailored feedback for Python coding problems and short-answer questions. The aim was to explore how language models can be
integrated into eLearning environments to create more adaptive and engaging educational experiences. Leveraging GPT-4’s
advanced natural language processing capabilities, the developed platform can generate a diverse range of MCQs and offer
unique feedback, significantly improving upon traditional static learning content. This approach enhances the learner’s journey,
offering a more engaging and individualized educational experience. The methodology involved the integration of GPT-4 into an
eLearning platform, emphasizing user interaction and content relevance. The Learnix platform was designed to handle a variety
of coding problems, with the LLM generating corresponding MCQs and feedback. This method’s effectiveness was evaluated
based on content quality and relevance. Results demonstrated that GPT-4’s inclusion markedly enhanced the eLearning
experience by providing diverse and up-to-date content. Customized feedback is particularly effective in reinforcing learning
concepts and addressing individual learning needs. Moreover, the platform showed versatility in scaling and adapting to different
educational contexts, making it a valuable tool for various learning requirements. The findings of this project emphasize the
transformative potential of language models and Generative AI in redefining online education, leaning toward more adaptive and
engaging learning experiences. Additionally, the Learnix project underscores the importance of continual innovation in
educational technology, suggesting a new paradigm where AI becomes an integral part of the teaching and learning process.
The integration of GPT-4 not only enriches the learning material but also enhances the overall effectiveness of the educational
process, paving the way for future advancements in AI-driven eLearning solutions.
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I. INTRODUCTION
The landscape of eLearning has been continuously on the cusp of
revolutionary shifts [1], with promises to transform how knowl-
edge is delivered and absorbed. This article unpacks the journey
and insights gleaned from developing an innovative eLearning
platform, Learnix, which stands at the intersection of artificial
intelligence (AI) and educational technology. The impetus for this
venture was two-fold: to bridge the persisting gaps in eLearning
offerings and to harness the potential of AI, particularly generative
pre-trained transformers (GPTs), to catalyze a learning paradigm
that is as dynamic as it is interactive.

The backdrop against which Learnix was conceived is one
where traditional eLearning platforms have plateaued [2], often
circumscribed by content that ages rapidly and fails to engage
learners in a meaningful way. Recognizing these constraints,
Learnix was designed to transcend the static nature of conventional
online courses [3], deploying a synergistic mix of established
content and cutting-edge, GPT-generated material. This approach
ensures that learners are not only privy to the latest developments in
their field of study but are also part of a learning experience that is
customized and stimulating.

Central to the project was the objective to evaluate how
traditional learning modalities could be augmented with AI-driven
techniques [4]. A prototype course centered around Python pro-
gramming served as the prototype for this experiment, melding
static educational resources with dynamic, GPT-generated assess-
ments and real-time coding and short-answer response evaluations.
However, the aspirations of Learnix were not confined to a single
programming language. The ambition was to craft a scalable and
adaptable framework that could serve as a blueprint for GPT-
integrated learning across diverse disciplines, empowering educa-
tors to curate and evolve their content with AI as a steadfast ally [5].

The novelty of Learnix is particularly pronounced in its
deployment of GPT-generated activities and the immediacy with
which it assesses coding exercises and short-answer responses.
This platform leaps forward by introducing a feature that permits
the reloading of GPT-generated questions, thereby tackling the
variability in question quality head-on. Moreover, the project is
distinguished by its feedback mechanisms that provide instant,
actionable insights, significantly enriching the learning trajectory.

In its developing form, Learnix was envisioned as a prototype
for learning Python programming, yet its architecture carries the
potential for far-reaching applications. It is meticulously engi-
neered to accommodate a gamut of subjects and learning styles,
laying the groundwork for a comprehensive eLearning ecosystem.
The foresight embedded in Learnix’s design anticipates an educa-
tional expanse that includes a multitude of topics, supported by aCorresponding Author: Michael E. Bernal (e-mail: mberna13@asu.edu).
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user-centric interface that allows educators to seamlessly integrate
and manage AI-driven courses using large language models
(LLMs) and Generative AI.

Embarking on this relatively untrodden path, the project has
underscored the untapped possibilities of AI in redefining educa-
tional methodologies. The empirical evidence gathered through the
development and deployment of Learnix speaks to the transforma-
tive impact AI can have on eLearning. As a harbinger of innova-
tions yet to come, Learnix offers a tangible demonstration of how
educational content can evolve in tandem with the rapid advance-
ments in technology and knowledge domains [6].

Considering the outcomes realized through Learnix, this arti-
cle posits that the way forward lies in the continuous exploration
and integration of AI within the learning sphere. It advocates for an
expansion of the Learnix framework to a broader spectrum of
subjects, coupled with the refinement of AI algorithms to yield
more tailored and responsive learning experiences. Furthermore, it
calls for an enhanced synergy between educational institutions and
technology developers to further this pioneering forefront of
eLearning. As such, Learnix is not merely a culmination of research
and development; it is a compelling call for a collective stride
toward an era of AI-enriched education.

The remainder of this paper is structured as follows:
Section 2, Related Work: This section delves into the land-

scape of AI-driven eLearning platforms, examining how various
LLMs, including GPT-4, Claude-3-Opus, and Google Gemma-
7b, are shaping or can potentially shape educational technology.
We discuss the integration and capabilities of these models,
analyzing their role in course management, interactive learning,
and content creation. Special attention is given to contrasting the
functionality and impact of these LLMs with the innovations
introduced by the Learnix platform, thereby underscoring the
platform’s unique approach and contributions to the field. Fur-
thermore, the evolution of AI in education is explored, evaluating
how the interplay of these advanced technologies fosters new
educational paradigms.

Section 3, Methodology: This section outlines the technical
approach that underpins the Learnix platform. This outline includes
the architecture of the system, the integration of GPT-4 for content
generation, and the design philosophy that ensures the platform
remains user-centric and responsive to learners’ needs. A detailed
discussion delves into the technical implementation and architec-
ture of Learnix, explaining the specific technologies and frame-
works utilized. It sheds light on the back-end C# RESTful services,
the ReactJS front-end, and the mechanisms by which these com-
ponents work together to provide a seamless learning experience.
Additionally, the user interface design and the rationale behind
design choices are discussed. It reflects on the ethical considera-
tions of AI in education and the steps taken to address them within
the Learnix platform.

Section 4, Discussion: This section presents a critical discus-
sion on the incorporation of GPT-4 within Learnix, reflecting on
the project’s achievements and challenges. It evaluates the effec-
tiveness of Learnix, examining how the platform’s use of GPT-4
for generating content and feedback has impacted learners’
experiences.

Section 5, Conclusion: This section summarizes the key
findings, contributions, and implications for future research.
This section reiterates the significance of the Learnix project in
the broader context of AI-driven eLearning solutions and suggests
directions for future advancements in this rapidly evolving
field.

II. RELATED WORK
Exploring the emerging field where AI meets eLearning platforms
uncovers a landscape brimming with possibilities, yet largely
untapped. As the realms of technology continually reveal new
opportunities, the introduction and integration of GPT into educa-
tional environments emerges as a notable innovation. The inclusion
of AI in the education and learning domain was projected to
grow by 43% between 2018 and 2022 [7]. However, this innova-
tion is more in its infancy [8] than fully illuminating the way
forward.

In the present scenario, integrating GPT models into online
educational platforms is approached with both eagerness and
caution [9]. Those navigating the complex world of educational
software often encounter a difficult journey marked by a steep
learning curve and ethical challenges [10] in effectively imple-
menting AI. Developers and engineers are navigating the com-
plexities of AI implementation, focusing on how these advanced
technologies can be integrated into existing educational platforms
to deliver robust and consistent learning experiences [11]. Central
to this technological intersection is not just the logistical aspects of
embedding GPT into existing platforms, but also ensuring that
these integrations are robust and consistently effective.

Various initiatives aiming to merge AI with eLearning have
cautiously begun, primarily focusing on how to implement GPT for
generating and assessing content that enhances self-taught learning
approaches. The benefits of using models like ChatGPT-3.5/4 is
clear, offering a unique capability to interact with learners in a
manner that is both clear and natural. This integration goes beyond
simply delivering information by providing an interactive, respon-
sive learning experience tailored to individual needs and learn-
ing paths.

Despite its clear potential, the journey to fully integrate GPT
models into eLearning is still in its early stages [12]. The broader
community of educational technology is collectively tackling the
challenges and prospects of such integration. The questions are
complex: How to seamlessly weave these intelligent models into
the fabric of eLearning platforms, and how to ensure this integra-
tion is not only reliable but also significantly enhances the learning
experience? Initial forays into these questions have provided
fascinating insights and established a foundation for further
research and development [13]. Yet, as is typical with innovative
ventures, this path is strewn with both unexpected challenges and
untapped possibilities. Thus, this project does not simply follow a
well-worn path but boldly ventures into relatively unknown terri-
tory, aiming to build upon the initial efforts of its predecessors and
carve a new path in the fusion of AI/GPT with eLearning. At this
early stage of combining AI with eLearning, this project is posi-
tioned to not only add to the ongoing discussion and exploration in
this field but also to unveil new possibilities, tackle emerging
challenges, and ultimately help steer the future course of AI’s role
and impact within the eLearning sector.

A. COMPARISON AND CONTRAST WITH
EXISTING WORK

The current landscape of AI in education is marked by a limited
variety of AI applications partly due to the reluctance of educators
to fully embrace and adopt such tools within their teaching
methodologies [14]. Many educational platforms integrate AI
for specific functions, but these are often narrow in scope. This
limitation might be due to various factors, such as the complexity of
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educational needs, the cost of developing more sophisticated AI
tools, or the challenges in ensuring that AI systems are pedagogi-
cally effective and ethically sound. Below is a sample of popular
applications and their use of AI.

1. AMIRA LEARNING AND DUOLINGO. Amira Learning utilizes
AI for speech recognition and oral fluency assessment in early
education, where monitoring reading skills and fluency is critical.
The AI provides instant feedback and progress tracking, which is
particularly beneficial in medium to large classrooms. By integrat-
ing speech recognition with the Science of Reading [15], Amira
offers personalized and immediate tutoring to students practicing
reading aloud, helping to identify and address reading skill
gaps [16].

Duolingo employs AI [17] to customize the learning experi-
ence, adjusting exercise difficulty based on learner performance
and evaluating progress in foreign languages. Its adaptive
learning approach maintains user engagement and personalizes
learning paths. Duolingo has recently incorporated GPT-4 to
provide highly personalized lessons through its Duolingo Max
subscription service, enhancing English language assessments
and expanding its AI use for cognitive modeling and content
development [18].

2. COURSERA AND KHAN ACADEMY. Both platforms leverage
AI [19,20] to personalize learning experiences by analyzing user
data to adapt content, suggest courses, and provide feedback based
on a learners’ pace and challenge areas. Such personalization’s aim
to make online learning more effective by catering to individual
needs. Both platforms have harnessed AI to offer personalized
feedback and tutoring or coaching services, aligning with the
learners’ requirements.

A comparative overview of the eLearning platforms discussed,
focusing on their integration of AI and educational offerings, is
provided in Table I. This table illustrates the varied approaches and
features of existing platforms, setting the context for the Learnix
project’s unique contribution in this field.

3. LEARNIX. In the evolving landscape of AI-enhanced eLearning,
Learnix emerges as a pioneering platform distinguished by its
specialized focus on technology education and its use of the more
advanced GPT-4 model. Unlike the general language learning and
early education emphases of Duolingo and Amira Learning, Learnix
is engineered to address the intricate challenges of technology
education, offering dynamic feedback and interactive learning tai-
lored to the nuances of programming and other technology subjects.
While Coursera and Khan Academy have set a precedent in course
personalization and tutoring, Learnix extends these concepts into the
realm of coding challenges and short-answer questions. It provides
an enriched learning experience through its array of dynamic multi-
ple-choice questions (MCQs) and static exercises, designed to rein-
force programming and technology concepts actively. This approach
underscores Learnix’s commitment to delivering a comprehensive

and customized educational experience, leveraging the latest in AI
advancements to foster a robust and adaptive learning environment
for budding programmers and technologists.

In the future, other OpenAI capabilities, like Whisper, can be
utilized in conjunction with GPT-4 to revolutionize how language
learners and those aiming to improve their speaking skills are
assisted. Whisper, an advanced speech-to-text model, can first be
employed to accurately transcribe spoken language into text. This
transcribed content then becomes the foundation for GPT-4’s
comprehensive analysis. GPT-4 excels in evaluating grammatical
structure, syntax, vocabulary usage, and overall coherence of the
transcribed text, providing critical insights into a speaker’s lan-
guage proficiency.While it does not directly analyze audio nuances
like pronunciation and intonation, patterns in transcription errors
can indirectly highlight areas for improvement in these aspects.
Furthermore, GPT-4 can generate personalized feedback and cus-
tom language exercises tailored to the learner’s specific needs. This
synergy of advanced transcription and analytical capabilities offers
a potent and customizable tool for enhancing language-speaking
abilities. However, for a holistic learning experience, especially in
areas like pronunciation and oral fluency, integrating this technol-
ogy with human instruction is the most sensible approach. Addi-
tionally, ensuring data privacy and the suitability of content for all
learners, particularly minors, remains a paramount consideration in
such applications.

B. COMPARATIVE ANALYSIS OF LLMs IN
eLearning

This section delves into the capabilities of two prominent
LLMs alongside GPT-4: Claude-3-Opus and Google Gemma-7b.
Claude-3-Opus, developed by Anthropic, is known for its strong
performance in various natural language tasks, including question-
answering, summarization, and creative writing [21]. Its ability to
generate coherent and contextually relevant responses makes it a
promising candidate for generating educational content and provid-
ing personalized feedback to learners. On the other hand, Google
Gemma-7b, a smaller variant of the Gemmamodel series, has shown
impressive results in language understanding and generation tasks
[22]. Its compact size and efficiency make it an attractive option for
integrating into eLearning platforms, especially in resource-
constrained environments.

By comparing the strengths and limitations of these LLMs
with GPT-4, this section aims to provide a comprehensive under-
standing of their potential to enhance various aspects of eLearning,
such as interactive content creation, automated assessment, and
adaptive learning experiences. Through this analysis, we explore
how the unique capabilities of each model can contribute to the
development of more engaging and effective educational plat-
forms, ultimately transforming the way learners acquire knowledge
and skills in the digital age.

Table I. Comparative overview of eLearning platforms focusing on AI integration and educational offerings

Platform Focus area Special features

Amira Learning Early Education Instant feedback, reading skill gap identification

Duolingo Language Learning Difficulty adjustment, Duolingo Max with GPT-4

Coursera Higher Education & Professional Development Personalized course suggestions, diverse course offerings

Khan Academy General Education Personalized learning dashboard, tutoring services

Learnix Programming and Diverse Subjects Dynamic MCQs, short-answer and coding assessments, GPT-4 integration
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1. LLM PERFORMANCE EVALUATION. To compare the perfor-
mance and capability of the three models (GPT-4, Claude-3-Opus,
and Google Gemma-7b), standardized Python scripts that are in line
with the code templates provided in the Application Programming
Interface (API) dashboards of each respective model were utilized.
These scripts are designed to automate the sending of prompts to the
models and capture their responses for analysis. Each script initiates
an API call, which is structured to ensure consistent communication
with the language models’ servers, maintaining uniformity in the
evaluation parameters such as temperature, max tokens, and the top-
p probability. Additionally, all three scripts were run in the Jupyter
Notebook environment hosted under Google Colab. This approach
ensured that the assessment of each model’s ability to understand
and generate responses was conducted under comparable conditions,
thus providing a fair basis for comparative analysis.

For each model, ten tests were conducted divided into two
sets. The first set consisted of five tests wherein the models were
tasked with generating a MCQ on regular expressions in Python.
The prompt specified creating a unique, theoretical, or conceptual
question without direct code snippets, four answer choices, and a
correct answer with an explanation. The exact phrasing of the
prompt was: ('Provide a unique plain text multiple-choice ques-
tion on “Regular Expressions” in Python, focusing on different
aspects of “Defining and Using Regular Expressions”. The ques-
tion should be theoretical or conceptual, with no direct code
snippets. Provide four answer choices, only one of which should
be correct. Provide the answer and a concise explanation as to
why it’s correct.')

The second set also included five tests per model, which were
aimed at soliciting feedback on a given Python function’s syntax
and logical structure. The models were instructed to identify errors
and offer corrective suggestions, with the prompt reading, as
follows: ('Here is a Python function. Please check the syntax
and logic of the code and provide feedback on whether it is correct.
If there are any issues, explain what they are and suggest how to fix
them. \n\n'''python\ndef check_prime(num-
ber):\n if number>1:\n for i in
range(2, number):\n if (number %
i) == 0:\n return False\n
return True\n else:\n return False
\n\n# Example usage:\nprint
(check_prime(5))\n' ' '’).

The models were evaluated based on the following criteria:
average response time, clarity of response, relevance to the prompt,
adherence to the prompt’s instructions, and the variability of the
generated content. The testing methodology was designed to
evaluate the performance of each language model quantitatively
and qualitatively across several metrics. The response time was
measured using Python’s time module, marking the start and end of
the request to the model, and calculating the duration. This
measurement provided an average response time for each model,
giving insight into its efficiency in processing and returning a
response to the prompts. The grading criteria for the other four
metrics were as follows:

Clarity of Response: This metric assessed how the model’s
response fulfilled the prompt requirements. A score of '0' indicated
a response that was not clear, while a '1' signified that the response
provided all the requested parts, fulfilling the prompt’s basic
requirement. A score of '2' was reserved for responses that not
only fulfilled the prompt but also offered additional insights or
information, such as comprehensive feedback on incorrect answers
or detailed enhancements in the case of code feedback.

Response Relevance to Prompt: A binary score was applied
here, with '0' indicating that the response was irrelevant to the
prompt, that is, it responded with a totally different topic than the
one requested and '1' denoting that the response appropriately
addressed the prompt’s request.

Prompt Adherence: This metric was also evaluated in a binary
fashion, where a '0' indicated non-adherence and a '1' reflected full
adherence to the instructions of the prompt.

Variability: The degree of variation in the model’s responses to
the same prompt over multiple iterations was quantified. A score of
'0' meant the response was the same as previous ones, '1' indicated
similar but not identical responses, and '2' was given to responses
that were distinctly different from previous ones, showcasing the
model’s ability to generate a diverse range of answers. Each
response from the models was systematically reviewed according
to these criteria, and scores were assigned accordingly.

The average of these scores provided a comprehensive view of
each model’s capabilities in generating MCQs and providing code
feedback, allowing for a detailed comparative analysis. The results
are displayed in Table II.

The comparative analysis conducted on GPT-4, Claude-3-
Opus, and Gemma-7b demonstrates that each model possesses a
robust capacity to address the prompts given, albeit with varied
proficiency across different metrics. The testing revealed that some
models exhibited a faster average response time, while others
provided greater clarity or variability in their responses.

GPT-4 showcased consistent performance, with a notable
balance between clarity and variability, suggesting its versatility
across various prompts. Claude-3-Opus was observed to strongly
adhere to the prompt instructions, indicating a precise understand-
ing of the tasks. Meanwhile, Gemma-7b excelled in providing rapid
responses, which may be particularly beneficial in time-sensitive
applications.

It is crucial to recognize that each model’s strengths may align
differently with specific use cases. For instance, in scenarios where
clarity and detailed feedback are paramount, one model may be
more suitable than others, whereas for applications that prioritize
response diversity and speed, an alternative model might be
favored. The findings underscore the importance of selecting a
language model that aligns with the goals and constraints of the
intended application. Rather than ranking the models, this study
highlights the unique contributions each model brings to the table,
encouraging a more tailored and strategic approach to their deploy-
ment in real-world scenarios.

Future research may expand upon this work by exploring
additional metrics, and broader contexts, or by incorporating other
emerging language models, further enriching our understanding of
the capabilities and potential of AI-driven language processing
tools in diverse settings.

III. METHODOLOGY
The cornerstone of the project’s methodology was to seamlessly
blend two distinct technologies: robust C# RESTful services and
the dynamic ReactJS framework. This approach was chosen to
leverage the strengths of both technologies in creating a resilient,
user-friendly, and scalable eLearning platform. The central issue
recognized while designing this platform was the absence of
versatile and adaptive resources to assist coding learners. The
aim was to focus on this area and other technology-related do-
mains. A key aspect of this project involves leveraging ChatGPT to
generate MCQs and offering feedback on coding challenges. The
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fundamental objective is to furnish learners with immediate feed-
back on their coding efforts, while also maintaining the learning
experience as one that is captivating and scalable. A user-focused
approach was employed in this project, with particular attention to
designing the interface and feedback mechanisms that prioritize the
needs and experiences of the end user.

A. INTEGRATION OF GPT-4 FOR EDUCATIONAL
CONTENT

In the Learnix platform, the seamless interplay between front-end
and back-end technologies is pivotal in delivering a responsive and
personalized learning experience. This integration is exemplified in
the process of generating educational content and feedback, as
depicted in the architecture diagram illustrated in Fig. 1.

This diagram illustrates the workflow from user interaction
through the ReactJS front-end, RESTful services using C#, to the
GPT-4 endpoint and back to the user with generated content or
feedback. Amazon API Gateway serves as a managed intermedi-
ary, facilitating secure and controlled access to the local REST
services.

At the heart of the platform’s front-end is ReactJS, a powerful
JavaScript library known for its efficient rendering of dynamic user
interfaces. When a learner interacts with the Learnix platform, their
actions trigger React components to send requests for content or
feedback. These requests are then processed by a set of RESTful
services, developed using the robust C# language, ensuring that the
communication is secure, reliable, and efficiently managed. Upon
receiving a request, the RESTful services formulate a prompt based
on the learner’s input or requirements. This prompt encapsulates
the specific educational content, or the nature of feedback required.
The service then interacts with the Amazon API Gateway that acts
as a conduit, forwarding the prompt to the designated GPT-4
endpoint.

The GPT-4 endpoint receives the prompt and processes it to
generate a response. This response may consist of a MCQ tailored
to the learner’s current topic of study, or it may contain feedback on
a piece of code or short-answer text the learner has submitted for
evaluation. GPT-4’s sophisticated algorithms ensure that the
MCQs are relevant, and the feedback is insightful, contributing
to an effective and engaging learning process.

Finally, the generated content or feedback is sent back through
the Amazon API Gateway to the RESTful services. The RESTful
services then format and relay this information to the React front-
end, where it is rendered to the learner. If there is an error at any
point in the process, it is also communicated back to the front-end,
ensuring that the learner is informed and can take appropriate
action, such as retrying the request.

Within each Python lesson, users are first presented with
reading material on topics such as conditional execution, regular
expressions, or strings, preparing them for the subsequent interac-
tive component. This preparatory phase is facilitated through
activity functions encapsulated within the learning platform.
Upon completing a reading section and proceeding to the next
phase, an activity function dedicated to MCQs is triggered. This
function interfaces with QuestionComponent.js, a critical compo-
nent designed to connect with the RESTful API endpoint. It sends a
prompt tailored to the specific topic of the lesson to the ContentGen
endpoint. The endpoint ContentGen, leveraging the GPT-4
model, generates a MCQ relevant to the lesson’s material.
QuestionComponent.js then processes and renders this question
alongside potential answer choices (Fig. 2) for user interaction.
Figures 3 and 4 show the activity function containing the prompt to
be sent and core aspects of the QuestionComponent that are
responsible for sending the prompt payload and rendering the result.

At the end of each lesson, learners are engaged with two to
three coding activities designed to reinforce the lesson’s concepts.
These activities leverage the React CodeMirror library to properly

Table II. Comparative analysis of LLM results

Model Prompt type
Average

response time
Clarity of
response

Response relevant to
prompt

Prompt
adherence Variability

gpt-4-1106-
preview

MCQ Generation: 14.49s 1.6 1 1 2

Code Feedback: 18.86s 2 1 1 1.25

claude-3-opus-
20240229

MCQ Generation: 11.36s 1.6 1 1 0.75

Code Feedback: 17.02s 1.2 1 1 1.25

google/gemma-7b MCQ Generation: 0.81s 1 1 1 2

Code Feedback: 0.84s 2 1 1 1.25

Fig. 1. Architecture and communication flow of the Learnix platform.
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format and display code snippets in Python. Users are provided
with specific instructions to guide their coding efforts, focusing on
tasks directly related to the lesson’s topics. Upon completing
the code as per the instructions, users submit it through the
CodeCheckQuestion.js component. This component is responsible
for sending the user’s code, along with the prompt for feedback, to

the InputChecker RESTful API endpoint. The CodeCheckQues-
tion component then processes the response from the API, render-
ing the feedback to help users evaluate their work, as illustrated in
Fig. 5. Detailed views of the activity prompt and the core func-
tionalities of the CodeCheckQuestion component are depicted in
Figs. 6 and 7, respectively.

Fig. 2. GPT-4 Generated MCQ on the topic of regular expressions in Python.

Fig. 3. Example of an Activity function calling the QuestionComponent with a prompt for generating a multiple-choice question on Python variables.

Fig. 4. Core functionality of QuestionComponent for fetching and displaying MCQs.
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A RESTful service was designed to generate MCQs for any
topic, like Python, as depicted in Fig. 2 utilizing the cutting-edge
capabilities of GPT-4 to produce questions that are both relevant
and challenging to learners.

Central to its operation is the service’s ability to communicate
efficiently with the GPT-4 endpoint. This communication is
achieved by dispatching structured JSON payloads, meticulously
crafted to outline the precise content requirements and the desired
parameters essential for the generation of high-quality questions.
Upon the submission of a prompt, the GPT-4 endpoint processes
this data, subsequently returning a MCQ that aligns seamlessly
with the educational objectives of the lesson. A notable feature of
this service is the ‘Reload Question’ function. This innovative
feature empowers users to request a fresh question in instances

where the initial output does not meet their expectations, thereby
guaranteeing a consistently exceptional standard of educational
content.

Delving deeper into the technical intricacies, the RESTful
service code implemented introduces a ContentGen class – a
specialized construct dedicated to the generation of educational
content. The ContentGen class is equipped with a private HttpClient
object, a critical component used for transmitting HTTP requests.
Additionally, it possesses a private API key, a crucial element
required for secure authentication with the OpenAI API. In the
constructor of the class, the HttpClient is instantiated, and its default
request headers are configured. This configuration includes the
integration of the authorization header, which incorporates the bearer
token, which is essentially the API key.

Fig. 5. GPT-4 generated feedback based on Python code input to a coding problem.

Fig. 6. Activity Function Example: This figure showcases the Activity function, which uses the CodeCheckQuestion component to engage users with a
coding challenge.
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The GenerateContent method, a pivotal feature of this class, is
an asynchronous task with a ContentRequest object designed to
interact seamlessly with the OpenAI API for content generation.
This method constructs a JSON payload, delineating the specific
model to be employed, the user’s prompt extracted from the
ContentRequest, and the maximum token limit for the content
to be generated. This payload is then asynchronously posted to the
OpenAI API’s GPT-4 chat completions endpoint. In instances of a
successful API response, the method parses the JSON response,
extracting the generated content, which encompasses a MCQ along
with the correct answer. This content is meticulously structured,
typically featuring the question followed by a selection of answer
choices and the correct answer, all separated by newlines for
clarity.

Subsequently, the method initiates the creation of a Content-
Response object. This object encapsulates the generated question,
the array of answer choices, and the correct answer. In scenarios
where the expected content structure is not adhered to or if
anomalies occur during the HTTP request or response handling,
the method adapts by returning a ContentResponse imbued with
detailed error information. Moreover, if an exception arises during
this process, the ContentResponse is designed to include both the
exception message and the stack trace. This method is not just a
technical function; it embodies a structured and refined approach to
requesting and receiving generated content, and it exemplifies an
elegant method of handling potential errors gracefully. Figure 8
depicts the core elements of the ContentGen RESTful service
showing how endpoint communication occurs.

Another RESTful service developed, named InputChecker,
provides real-time, personalized feedback on coding exercises and
short-answer questions. This service also interfaces with the GPT-4
endpoint, exchanging JSON payloads that contain code snippets or
short-text answers submitted by learners. GPT-4's sophisticated
analysis capabilities are then applied to these submissions. It
assesses the correctness of text responses or evaluates the syntax
and logical structure of code snippets in relation to the specific
requirements of the coding exercise. The outcome of this analysis is
a comprehensive feedback mechanism that confirms whether the
text response aptly answers the question or if the code fulfills
the stipulated criteria. This feedback is then rendered in React to the
learner (Fig. 5), constituting an instantaneous feedback loop that is
pivotal for the learning process. It enables learners to swiftly
comprehend their mistakes and enhance their coding skills in
real time, thereby fostering an environment of continuous learning
and improvement.

Furthermore, the InputChecker service accomplishes provid-
ing feedback through an integration with the CodeMirror compo-
nent in React, where it evaluates code input for both syntactical
and logical accuracy, based on predefined static instructions. The
core functionality of this service includes a constructor for the
InputChecker class and an Analyzer method. The constructor is
responsible for initializing an HttpClient object and configuring its
authorization header using a bearer token.

The Analyzer method, an asynchronous function, accepts an
AnalysisRequest object containing a user’s prompt and a code
snippet or short-answer text. This method is designed to construct

Fig. 7. Overview of CodeCheckQuestion component, illustrating code submission for assessment and feedback rendering.
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a payload for the OpenAI API, specifically interacting with gpt-4-
0125-preview for detailed code analysis. The payload encom-
passes instructions for the analysis, the user’s code snippet, and a
query regarding the correctness of the code. Upon sending this
payload to the OpenAI API’s chat completions endpoint via a
POST request, the method awaits a response. If the response is
affirmative, the method parses the content, determining the code’s
correctness based on the presence of a specific confirmation string
(‘Yes, the code is correct’). It then generates an AnalysisResponse
object, which not only indicates the correctness of the code but
also includes insightful feedback derived from the analysis
process.

In instances where the OpenAI API’s response is either
unsuccessful or deviates from the expected format, such as missing
content, the method returns an AnalysisResponse with an appro-
priate error message. Furthermore, should an exception arise during
this process, such as network errors or issues with the API request,
the catch block is designed to capture these exceptions and return
an AnalysisResponse containing the exception message.

This method exemplifies a well-structured approach to ana-
lyzing code snippets and short answers using AI. It adeptly handles
various response scenarios and encapsulates the analysis results in
a response object. This object not only provides a Boolean
indicating the correctness of the code but also offers valuable
feedback text, thereby enhancing the overall learning experience
for the user. The structure of the code deviates little from the
ContentGen class with a few exceptions – the payload prompt is
modified to expect code or text and to evaluate the code based on
syntax and adherence to the instructions given in the lesson.
Additionally, conditional logic is added to return the appropriate
response based on the code’s correctness. Figure 9 shows the
important changes made to the implementation of the InputChecker
service.

These services exemplify how Learnix utilizes GPT-4's capa-
bilities to enrich the learning experience, providing a platform that

not only educates but also adapts to the individual needs of each
student. The use of JSON payloads for data exchange and the
incorporation of features like the ‘Reload Question’ button reflects
the platform’s commitment to providing an engaging, interactive,
and flexible learning environment.

B. TECHNICAL IMPLEMENTATION AND
ARCHITECTURE

The backbone of Learnix is constructed upon a service-oriented
architecture (SOA) [23] designed for modularity and flexibility.
The back end is powered by C# RESTful services [24], which are
tasked with handling crucial operations such as user authentication
against a MySQL database, personalization of user experiences,
managing user account information, and orchestrating dynamic
content generation by interfacing with the GPT-4 endpoint [25].

With a commitment to security, API keys were implemented to
control access to various services. AWS API Gateway was utilized
as a secure store for these keys and as a conduit for proxy
passthrough, ensuring that all communication between the front-
end and back-end services is both secure and efficient. Sensitive
data handling and credential management are conducted securely
in the back end, incorporating encryption methodologies such as
BCrypt to protect user information.

The platform’s architecture is built to accommodate growth,
allowing for the easy addition of new services and features. The
scalability of the design is evidenced by the seamless inclusion of
additional learning modules and user capacity as the platform
expands.

The complexity of managing multiple integrated services was
addressed by deploying a decoupled architecture, enhancing plat-
form resilience, and simplifying deployment and maintenance.
Contingency measures were established to mitigate the impact
on the user experience in case of service downtime or failure.
Additionally, rigorous security protocols were implemented to

Fig. 8. Core code elements of the ContentGen C# RESTful class.
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protect against potential vulnerabilities, thereby ensuring the plat-
form’s robustness and reliability.

C. USER-CENTRIC DESIGN PHILOSOPHY

Throughout the development process of the Learnix eLearning
platform, adherence to a user-centric design philosophy was
pivotal, particularly in shaping the interface and feedback mechan-
isms. This approach was underpinned by the goal to develop an
intuitive, engaging, and educational user experience, with a focus
on smooth and rewarding interactions. The platform was charac-
terized by its intuitive navigation, offering a clean, straightforward
interface that allowed users easy access to various sections and
features. Its logical structure significantly reduced the learning
curve, thereby enhancing user satisfaction. Personalized and imme-
diate feedback on coding tasks and MCQs was a standout feature,
made possible through the integration of GPT-4, which facilitated a
more interactive learning process and catered to individual learning
styles and paces. Dynamic content generation, adapting to the
user’s progress and learning needs, kept the educational material
fresh and relevant. Recognizing the diverse range of devices used
in eLearning, the platform’s responsive design ensured a seamless
experience across desktops, laptops, and tablets.

Integral to its development was the continuous incorporation
of user feedback, which directly influenced subsequent updates and
feature enhancements, aligning the platform’s evolution with user
needs and preferences. Additionally, a strong commitment to
accessibility and inclusivity meant that the platform was developed
to be compliant with accessibility standards, thereby catering to a
wide audience, including those with disabilities.

Ethical considerations in AI use and stringent data security
protocols were also central to the design philosophy, ensuring high
standards of data protection and privacy, and efforts to mitigate
potential biases in LLM-generated content. In essence, the user-
centric design of the Learnix platform was not just a choice but a

strategic imperative, aiming to elevate the educational experience
to be both effective and enjoyable, thus setting a new benchmark in
the eLearning user experience.

IV. DISCUSSION
The incorporation of LLMs, specifically GPT-4, in the Learnix
project marks a significant stride in the eLearning domain. This
integration exemplifies the unique capabilities of LLMs in enrich-
ing the educational experience through dynamic content generation
and sophisticated feedback mechanisms. Unlike broader AI appli-
cations, the use of an LLM like GPT-4 in Learnix facilitates
nuanced, context-aware interactions with learners, which is par-
ticularly beneficial in areas like coding education and language
skills development [26].

The technical implementation of Learnix harnesses the
strengths of LLMs within a structured educational framework
[27]. By integrating GPT-4 with C# RESTful services and the
ReactJS framework, the platform strikes a balance between robust
functionality and user-centered design. This synthesis not only
addresses the complex needs of modern learners by offering
personalized and adaptive learning experiences [28] but also
demonstrates the potential of AI to revolutionize traditional learn-
ing methodologies [29].

During the development of Learnix, specific challenges related
to the integration of LLMs were encountered, such as managing
complex queries and ensuring the generation of relevant content.
Overcoming these challenges required a detailed understanding of
both the technical capabilities of GPT-4 and the pedagogical needs
of the eLearning environment. This experience provides valuable
insights into the practical application of LLMs in educational
settings, highlighting both the potential and the limitations of
this emerging technology [30].

The rigorous testing phase of Learnix, ensuring the accuracy
and relevance of the LLM’s responses, underscores the importance

Fig. 9. Core code elements of the ContentGen C# RESTful service, InputChecker.
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of precision in educational technology. This aspect of the project
demonstrates the critical role of thorough testing and validation in
deploying LLM-based systems, ensuring reliability and educa-
tional effectiveness.

In discussing the ethical implications of using LLMs in
education, the Learnix project underscores the need for responsible
deployment of this technology. The project’s commitment to
ethical standards, including data protection and bias mitigation,
is crucial given the expansive capabilities of LLMs in processing
and generating language-based content [31].

Looking toward the future, the project opens avenues for
further research into the use of LLMs and Generative AI across
diverse educational contexts. Future explorations could extend the
applications of LLMs beyond coding and technical education,
offering personalized learning experiences in various subjects
and disciplines. The potential for LLMs to cater to different
learning styles and needs, coupled with their ability to provide
up-to-date, contextually relevant content, positions them as a
transformative tool in the landscape of education technology. In
this capacity, the Learnix project not only highlights the current
capabilities of AI in enhancing eLearning but also sets a path for
future innovations. As AI continues to evolve, its integration into
educational platforms like Learnix is poised to redefine the bound-
aries of digital learning, offering more adaptive, personalized, and
effective educational experiences.

V. CONCLUSION
The information presented on the Learnix project provides a
comprehensive overview of creating a cutting-edge eLearning
platform. With a focus on Python programming, Learnix seeks
to transform the eLearning industry by incorporating LLM and
Generative AI technology, specifically to boost user involvement
and learning efficiency. Its main attributes include comprehensive
learning integration, advanced user management systems, diverse
educational resources, sophisticated GPT-4-based assessments,
and scalable architecture. Learnix tackles the issue of maintaining
up-to-date educational content in a rapidly evolving tech environ-
ment by leveraging OpenAI’s GPT-4 model. This strategy ensures
content remains current and dynamically adjusts to technological
shifts and programming language developments.

Learnix represents a significant advancement in the field of
eLearning, combining language models and traditional learning
methods to create a more dynamic and interactive educational
experience. The project showcases the feasibility and effectiveness
of integrating AI-based technology in education, particularly in the
development of a scalable and versatile framework for AI-
integrated courses. It stands out for its innovative use of GPT-
generated activities, real-time assessment of coding exercises and
short-answers, and a design that prioritizes user experience and
scalability. The project sets a new benchmark in AI-enhanced
eLearning, offering valuable insights and laying a foundation for
future educational technologies. It is a trailblazing effort that
not only addresses current educational challenges but also opens
new avenues for the integration of LLMs and Generative AI in
eLearning environments.

CONFLICT OF INTEREST STATEMENT
The author(s) declared no potential conflicts of interest with respect
to the research, authorship, and/or publication of this article.

REFERENCES
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