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Abstract

This study investigates the effectiveness of Large Language Models (LLMs), specifically
ChatGPT, in machine translation and compares them with traditional tools like Google Translate.
The research focused on translating speeches by King Abdullah II of Jordan, delivered in Arabic
and English at significant international events in 2023. The study evaluated the translations based
on meaning, functional and textual adequacy, target language mechanics, style, register, and
idiomaticity. The analysis revealed that Google Translate’s Arabic-English translations were
deficient, with contextual accuracy and meaning issues necessitating major revisions. The English-
Arabic translations by Google Translate also required significant edits due to literal translation
practices and inadequacies in several areas. Contrariwise, ChatGPT’s Arabic-English translations
were rated as acceptable, needing only minor edits, and offered more natural-sounding translations.
The English-Arabic translations by ChatGPT, while better than Google Translate, still showed
some deficiencies but were deemed acceptable with minor adjustments. The study underscores the
irreplaceability of human translators in ensuring accurate and contextually rich translations.
However, the study also highlights the potential of LLMs, such as ChatGPT, to significantly
enhance the translation process. Developers are encouraged to enhance LLMs’ contextual
understanding and natural language processing capabilities. This involves expanding training
datasets to include diverse and context-rich examples and improving the models’ ability to handle
different registers, styles, and idiomatic expressions. The study strongly advocates for a
collaborative model in the translation industry that integrates machine translation with human
expertise to enhance efficiency while maintaining quality. These insights are crucial for driving
advancements in developing and applying machine translation tools, ensuring they complement
rather than replace human translators.

Keywords: large language models; machine translation; ChatGPT; google translate;
computational linguistics

Introduction

Computational linguistics emerged due to the explosion of human data on the internet and the rapid
advancement of computational power. These advancements enabled researchers to analyze
language and behavior on a large scale with detailed observations. Initially, statistical text analysis
dating back to content dictionaries facilitated computational linguistics research by structuring
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non-numeric data [1-3]. The advent of large language models (LLMs) may revolutionize
computational linguistics by offering these capabilities without the need for custom training data

[4]

This study aims to evaluate the extent to which LLMs can reshape computational linguistics.
Robust computational techniques are crucial for analyzing textual data and understanding various
social phenomena across disciplines. Current computational linguistics methodologies often rely
on supervised text classification and generation to extend manual labeling efforts to new texts, a
process known as coding. However, dependable supervised methods typically require substantial
amounts of human-annotated training data. On the other hand, unsupervised methods can be
executed without such data but may produce less interpretable results. Presently, the availability
of data resources limits the theories and subjects computational linguistics can explore.

LLMs have the potential to eliminate these limitations. Recent LLMs have showcased remarkable
capabilities in accurately classifying text, summarizing documents, answering questions, and
generating understandable explanations across various domains, sometimes surpassing human
performance without supervision. If LLMs can similarly offer reliable labels and summary codes
through zero-shot prompting, computational linguistics research can expand beyond the
limitations of available tools and data resources [5-7]. To effectively utilize LLMs, behavioral
researchers need to comprehend the advantages and disadvantages of different modeling decisions
(model selection), as well as how these decisions intersect with their specific fields of expertise
(domain utility) and intended applications (functionality). By assessing LLMs across a wide range
of computational linguistics tasks, this study provides insights into the following research
questions:

Can LLMs be used as computational linguistics tools?
Did MT tools develop to overcome the weaknesses listed in previous research?
Do LLMs provide a better alternative than the traditional MT tools?

This exploratory study compares Arabic <> English human translation, machine translation, and
LLMs translation to answer these research questions.

What are Large Language Models?

LLMs burst onto the scene in late 2022 and early 2023 and fascinated academic researchers and
the general public. Models like ChatGPT and GPT-4 are highly skilled at holding natural
conversations on various topics, leading even cautious research teams to suggest they display hints
of artificial general intelligence [8]. Consequently, there is considerable interest in understanding
the capabilities and constraints of these models and how they might reshape society.
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LLMs have been under extensive examination even before their recent surge in popularity, with
several years dedicated to active research to assess how their abilities compare with those of
humans carefully. This literature encompasses various task families, focusing on linguistic abilities
and others targeting commonsense knowledge and logical reasoning. Recent LLM advancements
have demonstrated remarkable zero-shot capabilities across text-generation tasks based on natural
language instructions [9]. Nevertheless, there is high user expectation for text rewriting, and any
unintended edits by the model can diminish user satisfaction.

Recent research has shown that LLMs excel in various natural language tasks, including automatic
summarization (creating a condensed version of the text), machine translation (translating text
between languages), and question answering (developing systems that answer questions based on
the text) [10, 11]. LLMs have succeeded in these tasks due to two key factors. Firstly, LLMs are
built upon the transformer [12], a cutting-edge neural network architecture with many parameters.
The key innovation of the transformer lies in its self-attention mechanisms, which enable the model
to comprehend better the relationships between different elements of the input [13].

Secondly, LLMs employ a two-stage training process to learn from data efficiently. In the initial
pretraining stage, LLMs utilize a self-supervised learning approach, allowing them to learn from
vast amounts of unannotated data without manual annotation. This capability provides a significant
advantage over traditional fully supervised deep learning models, as it eliminates the need for
extensive manual annotation and enhances scalability. In the subsequent fine-tuning stage, LLMs
are trained on small, task-specific, annotated datasets to leverage the knowledge acquired during
the pretraining stage to perform specific tasks intended by end users. Consequently, LLMs achieve
high accuracy on various tasks with minimal human-provided labels [13]

Despite their strengths, LLMs, in general, and ChatGPT, as a specific example, have several
limitations. One drawback is that they may generate plausible but incorrect responses, such as
inventing terms it should be familiar with. This phenomenon, known as the hallucination effect, is
common in many natural language processing models [14-15]. ChatGPT often follows instructions
rather than engaging in genuine interaction. For example, when users provide insufficient
information, ChatGPT tends to make assumptions about what the user wants to hear rather than
asking clarifying questions [13].

What is Computational Linguistics?

Computational linguistics focuses on understanding written and spoken language from a
computational standpoint and developing tools and systems that can effectively process and
generate language in large-scale applications or interactive dialogues. By exploring language
computationally, we gain insights into human thinking and intelligence, as language reflects the
mind. Additionally, given that language is the most natural and flexible mode of communication
for humans, computers with linguistic capabilities could significantly enhance human-computer
interaction.
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The theoretical objectives of computational linguistics include creating grammatical and semantic
frameworks to describe languages in ways that facilitate computational analysis of syntax and
meaning. This field's theoretical and practical research draws upon various disciplines, such as
theoretical linguistics, philosophical logic, cognitive science (particularly psycholinguistics), and
computer science. However, early work from the mid-1950s to around 1970 prioritized practical
applications like Machine Translation (MT) and simple Question Answering (QA) rather than
theoretical considerations. In MT, key concerns revolved around lexical structures, domain-
specific sublanguages (e.g., weather reports), and language translation processes using graph
transformation or transfer grammars. For QA, the focus was on understanding question patterns
within specific domains and how these patterns related to the formats in which answers might be
stored, such as in relational databases.

Computational sociolinguists employ computational techniques to gauge the interplay between
society and language, encompassing the stylistic and structural attributes that differentiate speakers
[16]. Language variation is intricately tied to social identity [17], spanning group affiliation [18],
geographic location [19], and socioeconomic status [20-21], as well as individual characteristics
such as age and gender [22].

The examination of themes, settings [23], and narratives [24-25] is fundamental in literary studies
[26], with themes analyzed by methods such as topic modeling. In contrast, settings are often
identified using named entity recognition and toponym resolution. These techniques, already
addressed by models like GPT 4 Turbo, offer solutions. Our approach concentrates on narrative
analysis through natural language processing (NLP), parsing narratives into chains involving
agents, their relationships, and the events they partake in. Our focus extends to social role labeling
and event extraction, as well as studying agents in terms of power dynamics and emotions. We
also delve into figurative language and humor classification, evaluating these aspects within our
study of literary devices.

What is Machine Translation?

As mentioned earlier, computational linguistics looked into theoretical linguistics and applied
applications. One of the applications studied in computational linguistics is machine translation.
Machine Translation (MT) was one of the first applications that computers were thought to be able
to solve. As a result, various approaches were developed to address the MT problem, the most
well-known being statistical machine translation (SMT), where much work was done on creating
parallel datasets (also known as bitext) and researching new MT techniques.

A breakthrough with encouraging results was made in 2013 with the introduction of end-to-end
neural encoder-decoder-based machine translation (MT) systems, quickly gaining popularity as
neural machine translation (NMT). Currently, NMT is the most widely used method in the
community. However, it was not long before it was understood that these early NMT systems
needed enormous amounts of parallel data to provide results that were on par with SMT [27].
Dataset size is not an issue for high-resource language pairings (e.g., English and French) because
academics have produced several parallel corpora. However, for many of the more than 7,000
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languages in use globally, the need to have vast volumes of parallel data is not a feasible
assumption. For low-resource languages (LRLs), it is consequently seen as a significant difficulty
[27]. 1t is helpful to automatically translate between most of these LRLs for social and economic
reasons, primarily for nations with several official languages. Consequently, there has been a
discernible upsurge in NMT research on LRL pairings conducted by academia and business in
recent years.

According to [28], MT refers to computer-based activities related to translation. More specifically,
[29] states that computer-aided translation can involve both human-aided MT and machine-aided
human translation. However, MT focuses on automating the entire translation process and is
associated with computerized systems that produce translations, excluding “computer-based
translation tools which support translators by providing access to online dictionaries, remote
terminology databanks, transmission and reception of texts, etc.” (p. 431). MT has evolved from
its inception right after the Second World War, utilizing various approaches [28]. Neural MT has
emerged as a popular method based on deep learning technology and large artificial neural
networks with powerful algorithms [30-37].

Digitalization and globalization, along with advancements in computational linguistics and the
availability of Machine Translation (MT) tools like Babylon, DeepL, Google Translate, Microsoft
Translator, Systran, and Yandex Translate, have made it possible to translate a wide range of text
types into different languages [38]. While translated texts often achieve a proficiency level of B2,
according to the Common European Framework of Reference for Languages [36], MT still has
limitations that prevent it from reaching similar quality standards to human-mediated translation
processes [31, 38-40]. Besides linguistic constraints, MT also suffers from sociolinguistic and
pragmatic inadequacies [41, 42]. Another weakness of MT is the requirement for large parallel
datasets, many of which are limited to specific domains and languages [43, 44].

MT is widely used in commerce, tourism, and education [37, 45]. In educational settings for
foreign language learning, there are mixed attitudes among instructors and learners toward
automated translation [46, 47]. Despite the everyday use of technological devices and internet
access in multimodal learning environments, MT is sometimes restricted or prohibited [48].
Concerns have been raised regarding MT's ethicality and accuracy [46]. However, recent research
suggests correcting mistakes in automatically translated texts can enhance second language
acquisition in advanced learners and improve their translation skills [34, 36, 49]. Integrating MT
into the learning process requires critical reflection [47] and should also involve pre-editing source
texts [50].

These mixed reactions towards MT make it worth investigating, especially during the recent
developments in artificial intelligence, to answer the following research questions: Can LLMs be
used as computational linguistics tools? Did MT tools develop to overcome the weaknesses listed
in previous research? Do LLMs provide a better alternative than the traditional existing MT tools?

Methods
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This paper investigates the possibilities of using LLMs as computational linguistics and machine
translation tools. Specifically, it strives to answer the following research questions.

Can LLMs be used as computational linguistics tools?
Did MT tools develop to overcome the weaknesses listed in previous research?
Do LLMs provide a better alternative than the traditional MT tools?

A couple of Arabic and English speeches delivered by the King of Jordan, King Abdullah II, were
selected to answer these questions. The speeches are provided in Arabic and English on the official
website of King Abdullah II (https://kingabdullah.jo).

The first speech (address) was delivered in English on the 13" of December, 2023, at the Global
Refugee Forum in Geneva. The speech was delivered in seven minutes. The official website of
King Abdullah provides the speech in English as the source language
(https://kingabdullah.jo/en/speeches/global-refugee-forum-geneva). The translation of the speech
is also provided in Arabic (the target language) on the same website
(https:/kingabdullah.jo/ar/speeches/—irias-uiadl- allall-gaiialle - U dilae-Glldl-AMa-4aS) This
translation is considered the official human translation of the speech as the source on the official
website provides it.

King Abdullah II delivered the second speech (remarks) in the joint Arab-Islamic Extraordinary
Summit on Gaza in Riyadh on the 11" of November, 2023. The official website of King Abdullah
provides the speech in the source language, which is Arabic
(https://kingabdullah.jo/ar/speeches/ s 4S8 yidall 4] 4y pall dadll- - JU-dllae -l ddNa 4L
8¢ Js> 4ulall), The translation of the speech is also provided in English (the target language) on
the website as well (https://kingabdullah.jo/en/speeches/joint-arab-islamic-extraordinary-summit-
gaza-riyadh). This translation is also considered the official human-generated translation of the
speech as the source on the official website provides it.

As the two speeches are provided in the source and the target languages by the official source,
LLMs and MT translations are generated and compared to the speech in the source languages and
the official translations in the target languages. The comparison and the analysis will look into a
number of categories: (1) meaning, (2) functional and textual adequacy, (3) target language
mechanics, (4) style, register, and idiomaticity, (5) overall rating (see figure 1 for the detailed
evaluation rubric of translations). The evaluation rubric is a functional rubric with four levels for
every category. The levels are (1) excellent, (2) acceptable, (3) deficient, and (4) unacceptable.
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Meaning Functional and Textual Ade- Target Language Mechanics Style, Register and Idio- Overall Rat-
quacy maticity ing
o =] o o =]
The translation accurately reflects the The translation accurately ad- The translation contains few or no Style and register are appro- Publish
. | content of the source text. Slight nuances | dresses the target audience by | violations of the rules and conven- priate for the text type in the and/or use as
& | and shades of meaning have been ren- fully taking its needs and char- | tions of target language mechanics target language and for the is.
E dered adequately. The translation con- acteristics into consideration. It (grammar, spelling, punctuation, target audience. The transla-
5 | tains few or no transfer errors, and those | also fully accomplishes the in- etc.). It reads similarly to texts origi- | tion reads smoothly and word-
present have only a minor effect on tended communicative function. | nally written in the target language to | ing is idiomatic. Any errors
meaning. Minor or no edits needed. the same purpose. have only a minor effect on
meaning.
o o o =] o
@ | The translation contains occasional The translation approximates to | The translation contains occasional The translation contains occa- | Minor edits.
‘8 | and/or minor transfer errors that slightly the intended communicative errors in target language mechanics. | sional and/or minor inappro- needed be-
§ obscure or change meaning. function and to the needs and priate style/register choices or | fore publish-
8 characteristics of the target au- occasional unidiomatic word- | ing.
< dience. Can be repaired with ing. Such errors may slightly
edits. obscure meaning.
o o o a o
The translation shows some misunder- The translation gives some con- | The translation is hard to compre- The translation contains fre- Major revi-
£ | standing of the original and/or the trans- | sideration to the intended com- | hend because it contains frequent quent inappropriate sion needed
-g lation brief. It contains more than occa- municative function and the and/or obvious errors in target lan- style/register choices or fre- before pub-
‘% | sional changes in meaning and/or unwar- | needs of the target audience, guage mechanics. The structure of quent unidiomatic wording. lishing.
O | ranted omissions/additions. but misses some important as- | the source language shows up in the | Such errors may obscure or
pect(s) of it. Repair requires translation and affects its readability. | change meaning.
considerable effort.
o o o o o
@ | The translation reflects or contains im- The translation disregards for The text is extremely difficult to read, | The translation contains ex- Redo transla-
2 | portant unwarranted deviations from the the intended communicative bordering on being incomprehensi- cessive inappropriate tion.
'g original. It contains inaccurate renditions | function and fails to address the | ble. The translation reveals serious style/register choices or dis-
8 | and/or important omissions or additions target audience. Cannot be language proficiency issues. Un- ruptive unidiomatic wording.
3 | that cannot be justified by the translation | repaired with revisions. grammatical use of the target lan- Such errors obscure or
S | brief. Very defective comprehension of guage. change meaning.
the original text.

Figure 1: Translation evaluation rubric (adopted from Ustaszewski (2014))

The LLMs translation in this study is meticulously crafted by ChatGPT, a leading Al Chatpot in
the current era, as noted by [51]. Renowned for its ability to generate human-like texts nearly
indistinguishable from original content, ChatGPT has been the subject of extensive research to
uncover its educational and public benefits [52, 53].

Google Translate generates MT in this study. According to [54], Google Translate is the best
machine translation. After listing down a number of elements that need to be considered with
machine translation (i.e., quality, consistency, confidentiality, security, customization, adaptability,
ongoing support, and improvement), [54] concluded that Google Translate uses machine learning
and neural networks to translate text and documents accurately.

Human Translation of the Speeches

The human translation of the two speeches is a testament to the precision and quality that can only
be achieved through human involvement. It demonstrates accuracy in meaning, functional and
textual adequacy, target language mechanics, style, register, and idiomaticity, earning it the
‘publish and use as is’ overall rating.

For the Arabic speech (414 words- 2102 characters without spaces (2496 characters with spaces))
translated into English, the meaning has been accurately transferred and reflects the source text.
We have slight nuances and shades with meaning, and we do not have transfer errors. The
functional and textual adequacy is accurate. It addresses the audience in a way that takes into
consideration the characteristics. We do not need edits, maybe except in the part where the king
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addressed the audience using 333l 3 AY) and it was translated as ‘brothers.” It could have been
translated as ‘dear leaders.” The literal translation of the expression is ‘brother leaders.” As
‘brother leaders’ is not idiomatic in English, the translator focused on ‘brothers.” The translator
could have focused on ‘/eaders’ as decision-making is needed in this context. For target language
mechanics, the translation does not contain any violations of target language mechanics in terms
of spelling, punctuation, and grammar. The speech also reads as texts that originated in the target
language. Style, register, and idiomaticity are appropriate for the same level in the target language.
The translation is smooth, and the wording is idiomatic.

For the English speech (740 words- 3887 characters with no spaces (4599 characters with spaces))
translated to Arabic, it can also be said that the meaning has been accurately transferred and reflects
the source text. We have slight nuances and shades with meaning, and we do not have transfer
errors. The functional and textual adequacy is accurate. It addresses the audience in a way that
takes into consideration the characteristics. It is also evident that the translator used Arabic rhetoric
to enhance understanding. We do not need edits. For the point raised above in the Arabic-English
translation, it is noted that King Abdullah II used ‘dear brothers’ to address the audience. The
translator literally translated it to ,2s3Y/ 4/ which is accurate. For target language mechanics, the
translation does not contain any violations of target language mechanics in terms of spelling,
punctuation, and grammar. The speech also reads as texts that originated in the target language.
Style, register, and idiomaticity are appropriate for the same level in the target language. The
translation is smooth, and the wording is idiomatic. For clarity, when the king used the abbreviation
‘UNRWA, the Arabic translator included the abbreviation in Arabic (1s.45¥) and added ae¥/4S;
oia Y/ Jidig L2 Y 52aial] the name in full.

This reveals that the human translations of Arabic to English and English to Arabic speeches are
excellent based on the rubric used. Both translations are ready to be published without changes. In
fact, they are published on King Abdullah II's official website.

Machine Translation of the Speeches

As mentioned above, Google Translate was used for machine translation. The first weakness
noticed in Google Translate is that it does not allow translation that is longer than 5000 characters
at a time. If a text is longer than this number, the copy-pasting process must be done more than
once.

Arabic-English Google Translation

An overview of the Arabic-English Google Translate translation reveals misunderstandings,
textual and contextual inaccuracies, and biases. This does not mean that Google Translation is
‘unacceptable.’ It is ‘deficient’ as the translation needs significant revisions before publication.
This is the case as the translated text is a King’s speech that needs to be accurate and precise to
avoid misunderstanding.
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Regarding meaning, the first category in the evaluation rubric, it is noticed that, in general terms,
Google Translate provides a relatively satisfactory translation, but with some deviations,
contextual misunderstanding, and biases. For example, ‘»/ S/ _jsuasl was translated as
‘distinguished attendees.’ The attendees at the summit, in addition to the state members, are ‘guests’
who were invited to attend the summit. The human translation of »/ S/ _sasl is ‘distinguished
guests,” which is more accurate. In addition, ‘_we1i//s JiI” was translated by Google Translate as
‘being killed and destroyed.” The human translation is ‘face death and destruction.” The human
translation obviously provides better expression than Google Translate, making the utterance
sound more potent than the literal translation being killed and destroyed. The literal understanding
of the source text in the machine translation can also be noticed in example 1. The word © /jksi/’
was literally translated as ‘a bias.” In this context, the intended meaning was ‘victory,” as the
human translation shows. King Abdullah II intended to say that ‘human values won as the United
Nations General Assembly’s resolution on Gaza’ was ‘fair.” As such, it can be concluded that in
relation to meaning, the machine translation can be considered ‘deficient as ‘the translation shows
some misunderstanding of the original and the translation brief. It contains more than occasional
changes in meaning and unwarranted omissions/additions’.

EX1: SL & all 1 ke g byl 2l | a3 e Ly sasiall asdl daledl dgeaad) ) 8 (S a8
Skl g 3Ll

TL-MT The United Nations General Assembly’s resolution on Gaza was a victory
for human values, a bias towards the right to life and peace.

TL-HT The United Nations General Assembly’s decision on Gaza was a victory for

humanitarian values and for the right to life and peace.
SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation

Regarding functional and textual adequacy, machine translation provides some consideration to
the intended communicative function and the needs of the target audience but misses some
important aspects. Repair requires considerable effort’. That is, the functional and textual adequacy
of Google Translate is ‘Deficient.” For functional adequacy, Google Translate ensures that the
translated text achieves the same communicative effect as the original text as it considers the target
audience, context, and the desired outcome of the translation. It generally conveys the original
text's meaning, tone, and style appropriately to the target audience. For textual adequacy, Google
Translate ensures that the translation preserves the original text's meaning, nuances, and
organization as closely as possible. It involves maintaining the source text's coherence, cohesion,
and stylistic features in the target language. A textually adequate translation accurately represents
the source text without adding or omitting significant information. The only possible functional
and textual adequacy issue is related to some needed linguistic changes, as example 2 shows. As
example 2 shows, ‘4udlw/ Lo sell dodl] o3e] L pisd] Lo pal) ASlasl) dilain/ e’ was translated as ‘for
hosting the Kingdom of Saudi Arabia for this Arab-Islamic summit.” This textual inadequacy can
be edited as ‘for hosting this Arab-Islamic summit in the Kingdom of Saudi Arabia’.
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EX2: SL Akl Adliaial o colal 0 dane 51 s (AT 5 et il Gpeall adla sl
Aoy Ayl i) 53] A gl Ay yall

TL-MT I thank my brother, the Custodian of the Two Holy Mosques, and my
brother, His Highness Prince Mohammed bin Salman, for hosting the
Kingdom of Saudi Arabia for this Arab-Islamic summit.

TL-HT I would like to thank my brother, the Custodian of the Two Holy Mosques,
and His Royal Highness Crown Prince Mohammed bin Salman, for hosting

this Arab-Islamic summit in the Kingdom of Saudi Arabia.
SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation

This functional and textual inadequacy can also be noticed in example 3. The use of ‘the mentality
of the citadel’ in the place of ‘fortress mentality’ for ¢ 4=lill Ldic> and the use of ‘isolation walls’ in
the place of ‘separation walls’ for L=/l 5/ 2a 5’ which are not idiomatic, and the use of ‘sanctities
and rights prevailed’ for ¢ saf/s <lunial]” which shall be translated as ‘holy sites and rights,” are
examples of functional and textual inadequacy in Google translate. This shows that Google
Translate provides a literal translation that does not provide accurate context-based and functional-
level translation.

EX3: SL Ol oaa s dalil) dlie L ol 3 gie drss (e SSY Slaial 8 i ¢ el Jif Ty ol Allal) 13a
el Y siaall alilaca Alle ¢ (3 séal) § culuaial) e olxicV) g J jal)

TL-MT This injustice did not begin a month ago. Instead, it is an extension of more
than seven decades in which the mentality of the citadel, isolation walls, and
attacks on sanctities and rights prevailed, with the majority of its victims
being innocent civilians.

TL-HT This injustice did not begin a month ago. It is a continuation of over seven
decades dominated by a fortress mentality of separation walls and violations
against holy sites and rights, the majority of whose victims are innocent
civilians.

SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation

For target language mechanics (i.e., grammar, punctuation, and spelling), the machine translation
‘contains few or no violations of the rules and conventions of the target language mechanics (i.e.,
grammar, punctuation, and spelling). It reads similarly to texts originally written in the target
language regarding grammar, punctuation, and spelling. However, in terms of style, register, and
idiomaticity, the text is far from being read, similar to texts originally written in the target language.
As Table 2 shows, the style and register of the translated text are lower than the human-translated
text. For example, ‘ 2es0 Liw’ was translated as ‘Master Muhammad’. Muslims do not address the
Prophet of Islam as the ‘Master.” Muslims address the Prophet of Islam as ‘Prophet Muhammad.”’
In addition, ‘p=’ was translated as ‘clash’ by Google Translate, whereas it was translated as
‘conflict by the human translator. ‘x<ix’ was translated as ‘gather’ by Google Translate, whereas
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it was translated as ‘convene’ by the human translation as the translator realized that it was a
summit. In addition, ‘J/i/ was translated as ‘extension’ by Google Translate, whereas the human
translator translated it as ‘continuation’ as the translator knows that the speech is about a war.
Moreover, ‘55" was translated as ‘hotbed’ by Google. In contrast, it was translated as ‘source’ by
the human translators, which reflects a higher register and an idiomatic expression by the human
translator to match the register of the original speech (AlAfnan, 2018).

Table 1: Style, register, and idiomaticity in MT Arabic-English translation

Source Language Machine Translation Human Translation
2eas Laws | Master Muhammad, Prophet Muhammad
sl adini | We gather today We convene today
S alaa | major clash major conflict

Jwai 3 | may reach will spiral into
Y alxial s | it is an extension of it is a continuation of
slall (3383 | stifle life suffocates life

Lol J o ) Ju o (Sas ¥ 5 | We cannot accept that our just, | We cannot allow for our just

ey sy Al Al e H3) | Jegitimate cause becomes a | and legitimate cause to be

oY G el pall | hotbed  that ignites inter- | turned into a source of

religious conflict. fomenting conflict between
religions.

Based on the above, Google Translate's overall rating of the Arabic-English machine translation
is ‘Deficicint.” That is, the translation needs significant revisions before publishing.

English-Arabic Google Translation

The English-Arabic Google translation also shows some literal translation practices. An overview
of the translation would give the impression that the translation is ‘acceptable.” However, a
detailed investigation into meaning, functional and textual adequacy, target language mechanics,
style, register, and idiomaticity would reveal that the transition needs many edits.

Regarding meaning, the machine translation can be considered ‘deficient as ‘the translation shows
some misunderstanding of the original and the translation brief. It contains more than occasional
changes in meaning and unwarranted omissions/additions’. For example, ‘Jordan’s national
identity,” in example 4, was literally translated to ‘42 ,)¥) 4ila sl 4 5¢1l.” The proper translation shall
be ‘4o ¥/ 4k ol salall’ as the discussion here is not literally about the national identity (4:sef); it
is about principles and values (¢s2L<f). In example 4, the translation of the ‘because that is who we
are’ was also literally word-for-word translated to ‘4dle a3 s 13 ¥ This should have been
translated as ‘Ui s aaca ae i &3 Y7 The ideal translation in Arabic means that © as this (turning
our back to refugees) is against our values and principles’.
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EX4: SL In an increasingly volatile region, welcoming refugees has become an
indelible part of Jordan’s national identity. We cannot turn our backs on
refugees, because that is who we are.

TL-MT Aiha 1) 4 56)) e oaar Y T iDL a1 sl el i Sy A ylaiae dilaie i
agle faile s 1 Y (iad U gela uat of ey Y 3aia YY)

TL-HT 238 3 Lo gead din )V Ak gl oabiall (e |35 Y 6 3o (i DU (YD 33 e
il 58 asans o L GllD (O agl U ) seda i (o Wiy D8 o4y placaall Ailaidl),

SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation
The discussion on the accuracy of the transfer of meaning can also take us to the functional and
textual adequacy of the translation. In example 5, the machine translation has totally distorted the
meaning of the source text. ‘But Jordanians have been increasingly feeling that the world is
turning its backs on them, as refugee hosts’ was translated as ¢ alal) gl 31 3ie IS8 ¢ 5 iy Gain )Y )
Ciad (ptnas aa liicls cagd o jels nay. If the machine translation were translated back to English, it
would mean, ‘But Jordanians have been increasingly feeling that the world is turning its backs on
them because they host refugees.” That is, Jordanians shall not host refugees to avoid being left
behind. This is apparent distortion. The ideal translation of King Abdullah II’s speech excerpt shall
be ‘Cuiadl (pduniiaS asdsen alaiis med ol allell O il jie S 5y (2 )Y OS5I which if
translated back to English would means that the world ignores the efforts of Jordan to host refugees
and does not provide enough eid.

EX SL But Jordanians have been increasingly feeling that the world is turning its
5: backs on them, as refugee hosts.
TL-MT O Cpdacae aa el cagd o jeda L allall (b 2 e IG5 pad Gaia )Y oS0

TL-HT CrfaminnaS a8 sen Jalaty 5 caed o peda  allall (ol ) e IS8 @5 pmd i JY) (K1
cpaad

SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation
The functional and textual inadequacy in machine translation is also evident in a number of other
occurrences. In example 6, ‘as serious crises compete for international attention’ was translated
as (Aol slaid ¥ cuda e 5 puhas] ils ) swiliii Laiws,” The use of the word ‘3L to translate ‘compete’
is literal and does not provide the functional meaning. It gives the impression that ‘crises strive to
achieve international attention.’ The intended meaning is that there are several international crises.
As such, they ‘crowd’ to achieve attention. In Arabic, the translation shall be ‘= & as it gives a
functional meaning rather than a literal meaning for the word use. In addition, in example 6, ‘the
plight of refugees and their host countries has taken a backseat’ was translated by Google
Translate as ‘a¢/ déuaal Joill 5 cpin M/ Line C1ea/ 5" If translated back to English, this sentence means
‘the plight of refugees and their host countries have eased.’ That is, the plight of refugees and host
countries has been resolved. This is also a distortion of the original text as the ideal transaction
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shall be  agf dducaiveal) Ll 5 Suin M) Lina e S 41l a2/ 4" to provide functional and textual adequacy
and accuracy.

EX SL As severe crises compete for international attention, the plight of refugees

6: and their host countries has taken a backseat. But this is a lapse that the
international community can ill afford.

TL-MT Jsl 5 G D A Cana) 5 e sl alaia¥) s e 3 jadadd) cile SV (udlini ety

Ledaaty ) sall aainal) aodaion W 5 5aa oda (S5 agd Aduiadll

Lna o 3850 aal 5 ol alaia¥) e 3 a5 jladll cile Y1 aal 35 Lai g
Ll o3 Jalas i yiellay ¥ I sall aainall G Y1 cagd ddpaivsall (jlalill 5 a3,
SL: Source language; TL-MT: Target language-Machine Translajtion; TL-HT: Target language-Human translation

TL-HT

Regarding target language mechanics (i.e., spelling, grammar, and punctuation). The target text is
almost free of any spelling and grammar errors. However, regarding punctuation, the target text
follows the punctuation marks used in the source text. However, according to Al Qinai (2008),
“Arabic has its conventions of punctuation which are not strictly governed by the same rules
applicable to English” (p. 5). Therefore, placing punctuation marks in the target text in place of
punctuation marks in the source text disturbs the smooth flow of ideas in the target text. The use
of punctuation marks in machine translation shall follow the language mechanics of the target
language.

Table 2: Style, register, and idiomaticity in MT English-Arabic translation

Source Language

Machine Translation

Human Translation

And now, as we speak

i L (Y

With all eyes on Gaza

336 g3 Uil IS aag

56 i SR S 4a 58 pas

global crises demand long-
term responsibility-sharing

a3 s Fallall il SV
dashll adll e A g sl

e i Dpallal) ila Y0 o5
oo Al gpunall Jaad b &l

response in Gaza.

s slall gl
Jordan is pushing for a more | 4slus) daind dal e 0V pdny | Al Llaial olaily 5o ,Y) Jakuay
coordinated humanitarian 38 (A Wit HiS| 338 8 i yS

we recognize that this is a
long-term commitment that
we are undertaking on behalf
of the international
community

Y1 Jysh ol 3l 138 of & s Ll
sl aainal e LAl 43 agam,

2l Jysh al 3l 138 (o s L)
sl aainall (e Al aleats

Let’s make this forum count.

ags csiiall 138 Jasi Lged

i) 138 7Ll be Janll

Concerning style, register, and idiomaticity, as Table 2 shows, there are several occurrences of
amateurish style and lower register. The context of the speech is the Global Refugee Forum in
Geneva. The attendees are heads of state and international delegates. The style of the original
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speech is formal and professional. In the machine translation, ‘as we speak’ was literally translated
as ‘<aaii Ly’ which gives the impression of an informal context. The ideal translation shall be
‘ aeiad Lair? to maintain the style and the formality (register) of the speech. In addition, we also have
idiomaticity inaccuracy, as we see in the translation of ‘responsibility-sharing,” which was
translated literally to ‘453wl auls3” The ideal and idiomatic translation shall be ¢ chesd 4 &L
Ll g psal] ” <Ly psall Jan? is idiomatic in Arabic, whereas ‘4 juwal/ aulé? is a literal translation that
is not used in the Arabic language. The translation of ‘let us make this forum count’ also provides
a clear example of the deficient translation provided by Google Translate as it translated it as © Lise2
Lago (saiiall 38 Jeai” which literally means ‘let us make this forum important.” The accurate and
ideal translation for this sentence shall be ‘saiial /i ~lail leo Jaxili ywhich means ‘let us work
together for the success of this forum.’

Google Translate's English-Arabic machine translation is rated as ‘Deficient.” That is, it needs
significant revisions before publishing.

Large Language Models Translation

As mentioned above, ChatGPT 4 was used for the Artificial Intelligence-Large Language Model
(LLM) transaction. Chat GPT 4 is available for free on the OpenAl website. To translate the Arabic
to English speech, the ‘translate this to English: (pasted the text of the speech)’ prompt was used.
The ‘translate this to Arabic: (pasted the text of the speech)’ prompt was used to translate the
English to Arabic speech. It took ChatGPT 4 almost 4 seconds to start translating the texts.

Arabic-English Large Language Model Translation

An overview of the Arabic-English ChatGPT 4 translation reveals that it is more accurate than
Google Translate machine translation but less accurate than human translation.

With meaning, the Arabic-English translation provided a decent transfer of meaning to the target
language. The points discussed in the Arabic-English Google Translate also exist in the LLM
translation but with a lesser impact. For example, the »/ S/ _ s/ was translated as ‘distinguished
attendees,” which carries the same connotation as discussed earlier. This is the case as the attendees
are officials and heads of state invited to the summit. The more accurate translation should have
been ‘distinguished guests.’ In addition, ‘_ype /s Jill 35 2% was translated as ‘subjected to
killing and destruction.” This is better than the translation provided by Google Translate (being
killed and destroyed), but the use of ‘face death and destruction’ would have provided a better
description of the event. Similarly, the description of the United Nations General Assembly’s
resolution on Gaza as ’bias’ was not a successful translation as it is described as ‘right. This
translation comes as a result of the literal translation of the word ‘/jksi/s” which can also be
translated as ‘right. The word comes in the context of ‘2 ludly sbal/ 4 | jlsily” which could
have been translated as ‘victory for humanitarian values and for the right to life and peace’ (see
example 7).
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EX7: SL Gall | 3lail 5 bl adll | jlatil 3 36 ol sasiall 4Dl dalall Lpmaal) ) 3 (S a3l
adludl 5 sl b

TL-LLM The decision of the United Nations General Assembly regarding Gaza
was a triumph for human values, a bias towards the right to life and peace.

TL-HT The United Nations General Assembly’s decision on Gaza was a victory

for humanitarian values and for the right to life and peace.
SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation

In relation to functional and textual adequacy, the LLM-translated text seems and sounds more
natural than the text translated by Google Translate. As example 8 shows, © 4v_el/ ASleal/ Lilain/ o
DY) Ly pal) dadll o3¢) 4052l was translated as ‘for hosting this Arab-Islamic summit in the
Kingdom of Saudi Arabia.’ This translation differs from the Google Translate-provided translation
(for hosting the Kingdom of Saudi Arabia for this Arab-Islamic summit). It is precisely the same
as the translation provided by the human translation. However, it is noticed that ChatGPT follows
the English language punctuation style. In Arabic, if there is a list, the letter ‘5’ which means ‘and,’
is used, not a comma, to separate the items in the list. In the ChatGPT translation, commas are
used, and no ‘s’ is added following the English language punctuation style.

EXS8: SL Aslaall dilainl e colala 0 dane e sam AT 5 Cpii Al ae ) pals AT
ey oyl Al a3g] A ) ol

TL-LLM I thank my brother, the Custodian of the Two Holy Mosques, and my
brother, His Royal Highness Prince Mohammed bin Salman, for hosting this
Arab-Islamic summit in the Kingdom of Saudi Arabia.

TL-HT I would like to thank my brother, the Custodian of the Two Holy Mosques,
and His Royal Highness Crown Prince Mohammed bin Salman, for hosting

this Arab-Islamic summit in the Kingdom of Saudi Arabia.
SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation

The functional and textual inadequacy in LLM translation can also be noticed in example 9. The
use of ‘mentality of siege’ in the place of ‘fortress mentality’ for ‘4=l 4ie’ and the use of
‘isolation walls’ in the place of ‘separation walls’ for ‘=l (/s 5 which are not idiomatic, and
the use of ‘sanctities and rights prevailed’ for ¢ 4six)ls <luid” which shall be translated as ‘holy
sites and rights,’ are examples of functional and textual inadequacy in LLM translation. This
shows that, like Google Translate, LLM also provides literal translations that do not provide
accurate context-based and functional-level translation.

EX9: SL O1oan s Aalill A Led aslis 3 s Aas (ga Y i) 5 Uy ¢ gk Uil ol allall 13
el O eniaddl lallas dadle 5 o3 siall g cilutiall e glaie W)y J jal)
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TL-LLM  This injustice did not begin a month ago; instead, it is an extension of more
than seven decades during which the mentality of siege, walls of isolation,
and attacks on sanctities and rights prevailed, with the majority of its
victims being innocent civilians.

TL-HT This injustice did not begin a month ago. It is a continuation of over seven

decades dominated by a fortress mentality of separation walls and
violations against holy sites and rights, the majority of whose victims are

innocent civilians.
SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation

LLM translation provides the target text with accurate spelling and grammar for target language
mechanics (i.e., grammar, punctuation, and spelling). However, it uses English language
punctuation techniques, as mentioned earlier. Using commas to separate lists without using the
word ‘5’ which means ‘and’ in English, is wrong as it does not follow the mechanics of the target
language (Arabic). However, in terms of style, register, and idiomaticity, the text is produced more
accurately than MT. As Table 2 shows, ‘2ess Lizuw’” was translated as Prophet Muhammad,” which
is accurate. Google Translate translated it as ‘Master Muhammad.’ In addition, ‘p/la=’ was
translated as ‘conflict,” which is also correct. Google Translate translated it as ‘clash,’ which does
not represent the level of the issue. It has also been noticed that the LLM translation sometimes
does not provide accurate words in the target language. For example, ‘a<ix’ was translated as
‘gather’ by ChatGPT and Google Translate, whereas it was translated as ‘convene’ by the human
translation as the translator realized that it was a summit. In addition, ‘-/2i/ was translated as
‘extension’ by ChatGPT and Google Translate. In contrast, the human translator translated it as
‘continuation’ as the translator knows that the speech is about a war. Moreover, ‘3, was
translated as ‘hotbed’ by ChatGPT and Google. In contrast, it was translated as ‘source’ by the
human translators, which reflects a higher register and an idiomatic expression by the human
translator to match the register of the original speech.

Table 3: Style, register, and idiomaticity in LLM Arabic-English translation

:\:\L‘).&.“ L\.\.\.s.aﬁ': P d);ﬁ
Jedii 5 3 ) Adalal)
oY) G g pual

our just, legitimate
cause becomes a
hotbed that ignites
inter-religious
conflict.

our just, legitimate
cause  becomes a
hotbed  that ignites

inter-religious conflict.

Source Language | LLLM Trsnaltion Machine Translation | Human Translation
2eas Laws | Prophet Muhammad | Master Muhammad, Prophet Muhammad
sl adind | Today, we gather We gather today We convene today
S alaa | major conflict major clash major conflict

Juai 3 | may reach may reach will spiral into
SSY alaial s | Tt is an extension of it is an extension of it is a continuation of
sball gia5 | stifle life stifle life suffocates life
O Jiss o ¢St ¥ 5 | We cannot accept that | We cannot accept that | We cannot allow for

our just and legitimate
cause to be turned into
a source of fomenting
conflict between
religions.
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Based on the above, the overall rating of the Arabic-English ChatGPT translation provided is
‘Acceptable. ' That is, the translation needs minor edits before publishing.

English-Arabic LLM Translation

The English-Arabic LLM translation can be considered ‘acceptable’. A detailed investigation into
meaning, functional and textual adequacy, target language mechanics, style, register, and
idiomaticity reveals that the translation needs fewer edits than Google Translate but can be
published with minor edits.

Regarding meaning, as |Google Translate, the LLM translation can be considered ‘deficient as ‘the
translation shows some misunderstanding of the original and the translation brief. It contains more
than occasional changes in meaning and unwarranted omissions/additions’. For example,
‘Jordan’s national identity,’ in example 10, was literally translated to ‘4s3,Y! 4k ) 455¢Y).> The
proper translation shall be ‘4w ¥/ 4uib o/ (59Lal as the discussion here is not literally about the
national identity (<.s/); it is about principles and values (¢s2L<f). In example 10, the translation of
the ‘because that is who we are’ was also literally word-for-word translated to ‘0 (e 58 138 oY
This should have been translated as ‘Uit maa ae Sl &lld (¥’ The ideal translation in Arabic
means that ‘ as this (turning our back to refugees) is against our values and principles’. This shows
that, in regards to meaning, the LLM translation is almost identical to the Google-provided MT.

EX10: SL In an increasingly volatile region, welcoming refugees has become an
indelible part of Jordan’s national identity. We cannot turn our backs on
refugees, because that is who we are.

TL-LLM Y Ama LY Ak ol A sed) e oaar Y 12 o i DU Jliind sral ol jlaial) syl Yo ddkaia b
O e on 138 Y copa ) QeI U sela i of LiSay

TL-MT Lsed) O onar Y Te 3a i dUL s i) sl e Fia JS 4 i Ailaia A
adde i le oa 13 Y iU U seda pa o iy Y dia )Y e )

TL-HT 238 3 Lo gead dpin )V Ak gl doabiall (e |35 Y 6 3o DU (Y 33 e
Lk g8 apana qa (AL D (Y aed U seda i O LiiSay Db edy ol ddhaiall,
SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation
Example 11 also shows that the LLM translation has totally distorted the meaning of the source
text. ‘But Jordanians have been increasingly feeling that the world is turning its backs on them,
as refugee hosts® was translated as © a2 el cagd o jea iy allall ol i i JSG (5 ey Gaa )Y S
(i (i’ If the machine translation were translated back to English, it would mean, ‘But
Jordanians have been increasingly feeling that the world is turning its backs on them as hosts of
refugees.” As in Google Translate, Jordanians shall not host refugees to avoid being left behind.
This is apparent distortion. The ideal translation of King Abdullah II’s speech excerpt shall be ¢ </
Criadl (pdiatioaS adosgn Jalatis gl o el o alledl SL ) jie JS& g peds e, Y] which if translated
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back to English would means that the world ignores the efforts of Jordan to host refugees and does
not provide enough eid.

EX11: SL However, Jordanians have been increasingly feeling that the world is
turning its backs on them, as refugee hosts.

TL-LLM O D S cagl o seda o alladl ol ) Jie IS ()5 ey cia ,Y) oS
TL-MT O (pnan o8 liels cagd o el o allall 0l il e IS8 05yl i Y (81

TL-HT OsipaionS 083 sea Jaladys cagd o jeds py allall 0l ) e IS8 0 5y cpia )Y (S
i

SL: Source language; TL-MT: Target language-Machine Translation; TL-HT: Target language-Human translation
The functional and textual inadequacy in machine translation is also evident in ChatGPT
translation. In example 6, ‘as serious crises compete for international attention’ was translated as
¢ sl sl e dapual) e ¥V il ae’. The use of the word ¢ w$Li7 to translate ‘compete’ s literal
and does not provide a functional meaning. It gives the impression that ‘crises strive to achieve
international attention.” The intended meaning is that there are several international crises. As
such, they ‘crowd’ to achieve attention. In Arabic, the translation shall be ‘as/i& as it gives a
functional meaning rather than a literal meaning for the word use. In addition, in example 12, ‘the
plight of refugees and their host countries has taken a backseat’ was translated by ChatGPT as «
Ll aeliall e ag) d8liain ] il g in S 5lilee < uanil” If translated to English, this sentence means ‘the
plight of refugees and their host countries have taken the backseats.’ Even though this translation
does not fully provide an accurate picture of the situation, it is better than Google Translate's
translation to describe the situation. The translation here is not distorted, as in the translation given
by Google Translate, but it requires minor edits.

EX12: SL As serious crises compete for international attention, the plight of refugees
and their host countries has taken a backseat. But this is a lapse that the
international community can ill afford.

TL-LLM e aed R8laaial] olaly 5 D) sllee < jeanil o dsall oli¥) e dapadl cile Y1 (1l as
G S 40 dany (f (A 5all aaianall oSy gLl ga 138 (S Aualal) aclidl)

TL-MT Jsall 5 iU A Camal 3 ¢ A sall alaia ) cada e 5 judadl) il SY) s Laiy
Lelany f A sl acinall aadainy ¥ 3 588 028 (815 ag) ddpucaall
TL-HT Lna o 35 aad i o Jall alaia¥) e 3 a5 judadd) cile 331 asd 35 Lain g

Lzl o3 Jalas G yicllay ¥ I sall aaisall G W) cagd ddpaivaall (lalill 5 oy,
SL: Source language; TL-MT: Target language-Machine Transfétion; TL-HT: Target language-Human translation
Regarding target language mechanics (i.e., spelling, grammar, and punctuation), as in Google
Translate, the target text is almost free of spelling and grammar errors. However, regarding
punctuation, the target text follows the punctuation marks used in the source text. Therefore,
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placing punctuation marks in the target text in place of punctuation marks in the source text
disturbs the smooth flow of ideas in the target text. The use of punctuation marks in machine
translation shall follow the language mechanics of the target language.

Table 4: Style, register, and idiomaticity in LLM English-Arabic translation

Source Language LLM Machine Translation | Human Translation
Translation

And now, as we speak Gaadi (ad 5 oY) sl Ll oY1 i L (Y

With all eyes on Gaza s el as ey 336 ga3 Al IS aay a3 I S da 65 e
3 33

g]oba] crises demand Aalladl Q\.aj‘}’\ Qi llati dallall QL‘\);\EI\ Qb Aalladl Q\.Aj‘}’\ Qi)

long-term Al bl aall Je Al g uall el Jaad ‘_g Ll g

responsibility-sharing gzl adl e dashall | dashall saddl e 4 g gusdll

Ja shall

Jordan is pushing for a
more coordinated
humanitarian response
in Gaza.

m3 A oY)
Faaitie Ao Al
5 e ‘f

Jal e Y @dns
Laanats ST Agilos) Al
= ‘5

Alaiad olail 2 ,Y) ey

we recognize that this is
a long-term
commitment that we are
undertaking on behalf
of the international
community

Ll Jaa o)) @ s Lt
Al o345 2y gl

sl asinall g

REIENG JEPSIvp
Ll 4 223 0¥ Jy5ha

ok 23 138 o oo i)
O Akl aleats (o)

sl aainall

Let’s make this forum
count.

iny ol 138 Jandl

Lags s iiall 138 Jasi Uged

i) 138 71l be Janll

Concerning style, register, and idiomaticity, as Table 4 shows, there are some occurrences of
amateurish style and lower register. The context of the speech is the Global Refugee Forum in
Geneva. The attendees are heads of state and international delegates. The style of the original
speech is formal and professional. In the machine translation, ‘as we speak’ was literally translated
as ‘@l (i’ which gives the impression of an informal context. The ideal translation shall be
‘ aeiai Ll to maintain the style and the formality (register) of the speech. In addition, we also have
idiomaticity inaccuracy, as we see in the translation of ‘responsibility-sharing,” which was
translated literally to ‘4 53maell sadl e 4S Lia” The ideal and idiomatic translation shall be ¢ </ L/
Ll g pusall Janii 47 <l g panell ea? is idiomatic in Arabic, whereas ‘4 pwall (520l e 45 LE is a totally
inaccurate translation that is not used in the Arabic language. However, unlike Google Translate,
LLM translation provided a better translation for ‘/et us make this forum count.’ It translated this
sentence as ‘il jisy (satiall 138 Jeail” which is acceptable as it provides an accurate translation.
This translation means, ‘Let us make this forum achieve results.’
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Overall, the English-Arabic LLM translation provided by ChatGPT 4 is rated between ‘Deficicint’
and ‘Acceptable.” This rating is higher than Google Translate's as LLM translation does have
meaning, functional and textual inadequacy, mechanics, style, and register mistakes. However,
these mistakes are less than those generated by Google Translate.

Discussion

This study examined the utilization of Large Language Models (LLMs), specifically focusing on
ChatGPT as computational linguistics machine translation tools, contrasting them with traditional
machine translation tools, particularly Google Translate. The study investigated both Arabic and
English as source and target languages. Translations generated by ChatGPT and Google Translate
were compared against the official translations of speeches of King Abdullah II of Jordan. The
Arabic speech was delivered on November 11, 2023, at the joint Arab-Islamic Extraordinary
Summit on Gaza in Riyadh, while the English speech was delivered on December 13, 2023, at the
Global Refugee Forum in Geneva.

The evaluation was conducted using a rubric provided by [55]. The rubric evaluates translations
based on five categories: meaning, functional and textual adequacy, target language mechanics,
style, register, idiomaticity, and an overall rating. The evaluation incorporated textual and
contextual analysis to ensure translations were evaluated within context.

Analysis of the Arabic-English Google Translate translation revealed misunderstandings, textual
and contextual inaccuracies, and biases. While not deemed ‘unacceptable,” it was rated as
‘deficient’ and required major revisions before publication. Google Translate provided a relatively
satisfactory translation in terms of meaning but exhibited deviations, contextual
misunderstandings, and occasional changes in meaning.

The English-Arabic Google Translate translation also exhibited literal translation practices and
was rated as ‘deficient.” Although it seemed ‘acceptable’ at first glance, a detailed examination
revealed the need for significant edits, mainly in meaning, functional and textual adequacy, target
language mechanics, style, register, and idiomaticity.

In contrast, the overall rating of the Arabic-English ChatGPT translation was ‘Acceptable,’
indicating the need for minor edits before publishing. While also exhibiting deficiencies in
meaning, it offered more natural-sounding translations than Google Translate, making it a better
choice.

Similarly, the English-Arabic LLM translation provided by ChatGPT 4 was rated between
‘Deficient’ and ‘Acceptable,” with fewer mistakes than Google Translate. Despite exhibiting
meaning, functional, and textual inadequacies, it was deemed better than Google Translate and
only required minor edits for clarity. However, it still showed some mechanics, style, and register
issues.
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Overall, Google Translate translation is mainly deficient and can be nearly acceptable with
significant edits. LLM-ChatGPT translation is better than Google Translate and ranges, in terms
of evaluation, between low deficient and mainly acceptable with minor edits. As this study shows,
human translation cannot and shall not be replaced to ensure that the translation is accurate and
transfers source texts' textual and contextual aspects. Neither Google Translate nor ChatGPT can
replace the human touch in translations to provide an accurate and comprehensive picture of source
texts.

Implications and Possible Actions Based on the Study

The study demonstrates that ChatGPT provides more natural and contextually appropriate
translations than Google Translate, but both tools still exhibit significant deficiencies, particularly
in handling complex, context-specific content. Developers of translation tools should focus on
enhancing LLMs’ contextual understanding and natural language processing capabilities. They
shall continue refining these models, particularly in understanding and preserving the nuances of
different languages, which is crucial.

The findings underline the irreplaceability of human translators for ensuring the accuracy and
contextual integrity of translations, especially for complex texts like speeches. Neither ChatGPT
nor Google Translate can fully replicate the human ability to grasp and convey subtle nuances and
cultural context. There shall be an emphasis on integrating human oversight in machine translation
workflows, particularly for critical or sensitive content. Developers shall explore hybrid
approaches that leverage the strengths of both human translators and machine translation tools.

Using Ustaszewski’s rubric to evaluate translation quality highlights the importance of
comprehensive evaluation criteria that cover meaning, functionality, textual adequacy, and more.
This rigorous evaluation framework helps identify specific areas where machine translations fall
short. Researchers and lecturers shall adopt similar comprehensive rubrics for ongoing assessment
and improvement of translation tools. They shall also update these rubrics to reflect evolving
standards and expectations in translation quality.

The study identifies deficiencies in Google Translate, such as literal translations and contextual
inaccuracies. This suggests areas where targeted improvements can significantly enhance
performance. Developers shall focus on reducing literal translations and improving Google
Translate’s handling of context and meaning. They shall also consider incorporating feedback from
detailed human reviews to fine-tune the algorithms.

Despite its relative superiority, ChatGPT still requires significant improvements to reach higher
levels of accuracy and naturalness in translations. This points to the need for ongoing development
and training of LLMs. Developers shall invest in expanding the training datasets for LLMs to
include more diverse and context-rich examples. They shall also enhance the models’ ability to
handle different registers, styles, and idiomatic expressions. They also need to consider future
research directions that explore new architectures and techniques to improve translation quality.
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The practical comparison using speeches by King Abdullah II underscores the relevance of these
findings for real-world applications. The study indicates where current tools stand in handling
important and contextually rich texts. Developers shall encourage developing and testing
translation tools using real-world texts across various domains. These insights guide improvements
and tailor tools for specific applications, such as diplomatic communications, technical manuals,
and literary translations.

The findings suggest a potential shift in the translation industry towards a more collaborative
model where machine translation aids human translators, enhancing efficiency while maintaining
quality. We shall promote collaborative tools and platforms integrating machine translation with
human expertise. We shall also develop educational resources and training programs to help
translators effectively use these tools and maximize their potential benefits.

By addressing these implications and actions, the study’s insights can drive meaningful
advancements in developing and applying machine translation tools, ensuring they complement
rather than replace human translators.

Conclusion

This study provides valuable insights into the effectiveness of Large Language Models (LLMs) in
machine translation, mainly focusing on ChatGPT and contrasting it with traditional tools like
Google Translate. By examining both Arabic and English translations of speeches by King
Abdullah II of Jordan, the study evaluated the accuracy and quality of translations generated by
these tools. The translations were carefully analyzed within their contextual framework using a
comprehensive rubric provided by [55], which considers various aspects such as meaning,
functional adequacy, style, and overall rating. The analysis revealed significant shortcomings in
the translations produced by Google Translate, including misunderstandings, inaccuracies, and
biases. While Google Translate provided relatively satisfactory translations in terms of meaning,
it often exhibited deviations and occasional changes that affected the overall quality. Similarly, the
literal translation practices observed in the English-Arabic translation underscored the need for
substantial edits to ensure clarity and coherence. On the other hand, ChatGPT's translations, while
also showing deficiencies, were generally rated as acceptable, with minor edits required. Despite
some issues in mechanics, style, and register, ChatGPT offered more natural-sounding translations
than Google Translate, positioning it as a preferable option for machine translation. While both
Google Translate and ChatGPT have their limitations, ChatGPT emerges as a promising
alternative, providing translations closer to acceptable with fewer mistakes. However, this study
underscores the irreplaceable role of human translation in accurately conveying the textual and
contextual nuances of source texts. While machine translation tools continue to advance, they
cannot fully replace the human touch required to ensure an accurate and comprehensive
understanding of the original content. Therefore, integrating machine translation with human
oversight remains crucial for achieving high-quality translations. The study answered the
following research questions: Can LLMs be used as computational linguistics tools? Yes, they can,
and the translations are acceptable with minimal edits in accuracy. Did MT tools develop to
overcome the weaknesses listed in previous research? Yes, they did. However, they still have
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several weaknesses regarding misunderstanding, textual inaccuracy, contextual inaccuracy, and
biases. Do LLMs provide a better alternative than the traditional MT tools? Yes, they are. Based
on the findings of this study, they, especially ChatGPT, provide a better machine translation option.

Conflict of Interest

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or
publication of this article.

References

[1] Lazer, D, Duncan, J. Watts, S, Athey, S, Contractor, N, Freelon, D, Gonzalez-Bailon, S,
King, G, Margetts, H. (2020). Computational social science: Obstacles and opportunities.
Science, 369(6507):1060—1062. https:// doi.org/10.1126/science.aaz8170,

[2] Lazer, D, Pentland, A, Adamic, L, Aral, S, Barab’asi, A, Brewer, D, Christakis, N,
Contractor, N, Fowler, J, Gutmann, M. (2009). Computational social science. Science,
323(5915):721-723. https://doi.org/10.1126/science.

[3] Golder, S. & Macy, M. (2014).Digital footprints: Opportunities and challenges for online
social research. Annual Review of Sociology, 40:129—152.
https://doi.org/10.1146/annurev-soc-071913-04314

[4] Stone, P. J., Dunphy, D, & Smith, M. (1966). The general inquirer: A computer
approach to content analysis. Chicago, IL: University of Chicago Press.

[5] Bang, Y, Cahyawijaya, S, Lee, N, Su, W, Wilie, B, Lovenia, H, Ji, J, Yu, T, Chung, Y.
(2023). A multitask, multilingual, multimodal evaluation of ChatGPT on reasoning,
hallucination, and interactivity. ArXiv preprint, abs/2302.04023.

[6] Goyal, T, Li, J, & Durrett, G. (2022). News summarization and evaluation in the era of
GPT-3. ArXiv preprint, abs/2209.12356.

[7] Zhuo, T, Huang, Y, Chen, C, & Xing, Z. (2023). Exploring Al ethics of ChatGPT: A
diagnostic analysis. ArXiv preprint, abs/2301.12867.

[8] Bubeck, S., Chandrasekaran, V., Eldan, R., Gehrke, J., Horvitz, E., Kamar, E., ... &
Zhang, Y. (2023). Sparks of artificial general intelligence: Early experiments with gpt-4.
arXiv preprint arXiv:2303.12712.

[9] Chung, H. W., Hou, L., Longpre, S., Zoph, B.; Tay, Y.; Fedus, W., Li, E., Wang, X.,
Dehghani, M., Brahma, S. (2022). Scaling instruction-finetuned language models.
arXivpreprintarXiv:2210.11416.

[10] AlAfnan, M. A., Dishari, S., & Siti Fatimah MohdZuki. (2024). Developing Soft
Skills in the Artificial Intelligence Era: Communication, Business Writing, and
Composition Skills. Journal of Artificial Intelligence and Technology.
https://doi.org/10.37965/jait.2024.0496.

[11] Min, B, Ross H, Sulem E, et al. (2021). Recent advances in natural language
processing via large pre-trained language models. arXiv 2111.01243 [preprint].
https://arxiv.org/abs/2111.01243.




This article has been accepted for publication in a future issue of this journal, but it is not yet the definitive version. Content may
undergo additional copyediting, typesetting and review before the final publication.
Citation information: Mohammad Awad AlAfnan, Large Language Models as Computational Linguistics Tools: A Comparative
Analysis of ChatGPT and Google Machine Translations, Journal of Attificial Intelligence and Technology (2024), DOI:
https://doi.org/10.37965/jait.2024.0549

[12] Vaswani A, Shazeer N, Parmar N, et al. (2027). Attention is all you need.
Advances in Neural Information Processing Systems 2017;30.
https://papers.nips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-
Abstract.html

[13] Shen, Y., Heacock, L., Elias, J., Hentel, K. D., Reig, B., Shih, G., & Moy, L.
(2023). ChatGPT and other large language models are double-edged swords. Radiology,
307(2), €230163.

[14] Rohrbach A, Hendricks LA, Burns K, Darrell T, Saenko K. (2018). Object
hallucination in image captioning. In: Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing 2018; 4035-4045.

[15] Xiao Y, Wang WY. (2021) On hallucination and predictive uncertainty in
conditional language generation. In: Proceedings of the 16th Conference of the European
Chapter of the Association for Computational Linguistics: Main Volume 2021.

[16] Nguyen, D, Oz, A, Rose, E, & Jong, F. (2016). Computational sociolinguistics: A
survey. Computational Linguistics, 42(3):537-593.
https://doi.org/10.1162/COLI_a_ 00258

[17] Bucholtz, M., & Hall, K. (2005). Identity and interaction: A sociocultural
linguistic approach. Discourse studies, 7(4-5), 585-614.
[18] Del, M & Fernandez, R. (2017). Semantic variation in online communities of

practice. In IWCS 2017 - 12th International Conference on Computational Semantics -
Long papers. https://aclanthology.org/W17-6804.pdf

[19] Purschke, P, and Hove D . (2019). Lorres, moppes, and the swiss.(re) discovering
regional patterns in anonymous social media data. Journal of Linguistic Geography,
7(2):113-134. https://doi.org/10.1017/j1g.2019.10

[20] Preotiuc-Pietro, D., Lampos, V., & Aletras, N. (2015, July). An analysis of the
user occupational class through Twitter content. In Proceedings of the 53rd Annual
Meeting of the Association for Computational Linguistics and the 7th International Joint
Conference on Natural Language Processing (Volume 1: Long Papers) (pp. 1754-1764).

[21] Del, M & Fernandez, R. (2017). Semantic variation in online communities of
practice. In IWCS 2017 - 12th International Conference on Computational Semantics -
Long papers. https://aclanthology.org/W17-6804.pdf

[22] Bamman, D, Eisenstein, J, & Schnoebelen, T. (2014). Gender identity and lexical
variation in social media. Journal of Sociolinguistics, 18(2):135-160. https://
doi.org/10.1111/jos1.12080.

[23] Piper, A, So, R, and Bamman, D. (2021). Narrative theory for computational
narrative understanding. In Proceedings of the 2021 Conference on Empirical Methods in
Natural Language Processing, pages 298-311. https://doi.org/10.18653/v1/2021.emnlp-
main.26.

[24] Sap, M, Jafarpour, A, Choi, Y, Smith, N, Pennebaker, J, & Horvitz, E. (2022).
Quantifying the narrative flow of imagined versus autobiographical stories. Proceedings




This article has been accepted for publication in a future issue of this journal, but it is not yet the definitive version. Content may
undergo additional copyediting, typesetting and review before the final publication.
Citation information: Mohammad Awad AlAfnan, Large Language Models as Computational Linguistics Tools: A Comparative
Analysis of ChatGPT and Google Machine Translations, Journal of Attificial Intelligence and Technology (2024), DOI:
https://doi.org/10.37965/jait.2024.0549

of the National Academy of Sciences, /79(45):¢2211715119. https://doi.org
/10.1073/pnas.2211715119.

[25] AlAfnan, M. A. (2022). Public discourse: Systemic functional analysis of Trump's
and Biden's inaugural speeches. Journal of Language and Linguistic Studies, 18(1), 1-14.

[26] Jockers, M. L., & Mimno, D. (2013). Significant themes in 19th-century
literature. Poetics, 41(6), 750-769.

[27] Philipp, K. & Knowles R. (2017). Six challenges for neural machine translation.
In Proceedings of the 1st Workshop on Neural Machine Translation. 28-39.

[28] Somers, H. (2011). Machine translation: history, development, and limitations. In:

Malmkjer K, Windle K (eds). The Oxford handbook of translation studies. Oxford
University Press, Oxford, pp 427—-440. https://doi.org/10.1093/0xfordhb/9780199239306

[29] Hutchins, W. (1995). Machine translation: a brief history. In: Koerner EF, Asher
RE (eds) Concise history of the language sciences: from the Sumerians to the
cognitivists. Pergamon Press, Oxford, pp 431-445

[30] AlAfnan, M. A. (2015). Language use in computer-mediated communication: An
investigation into the genre of workplace emails. International Journal of Education and
Literacy Studies, 3(1), 1-11.

[31] Almahasees. Z. & Mahmoud, S. (2022). Evaluation of Google Image Translate in
rendering Arabic signage into English. World J Engl Lang 12(1):185-197.
https://doi.org/10.5430/wjel.v12nlp185

[32] Casacuberta-Nolla, F. & Peris-Abril, A. (2017) Traduccion automatica neuronal.
Rev Tradum Tecnol Traduccio, 15:66—74. https://doi.org/10.5565/rev/tradumatica.203
[33] Crivellari A, & Beinat, E, (2020) Trace2trace—a feasibility study on neural

machine translation applied to human motion trajectories. Sensors, 20(12): 3503.
https://doi.org/10.3390/s20123503

[34] Klimova, B, Pikhart, M, Benites, A, Lehr, C, & Sanchez-Stockhammer, C.
(2022). Neural machine translation in foreign language teaching and learning: a
systematic review. Educ Inf Technol 2022:1-20. https://doi.org/10.1007/s10639-022-
11194-2.

[35] AlAfnan, M. A. (2022). Uniting for peace: A speech act analysis of the United
Nations General Assembly Resolution 377 A (V). World, 12(6).

[36] Yamada M (2019) Language learners and non-professional translators as users.
In: Ohagan M (ed). The Routledge handbook of translation and technology. Routledge,
New Yok, pp 183—-199. https://doi.org/10.4324/9781315311258-11

[37] Zhao, L, Gao, W, & Fang, J. (2021) High-performance English-Chinese machine
translation based on GPU-enabled deep neural networks with domain corpus. Appl Sci,
11(22):10915. https://doi.org/10.3390/app112210915

[38] Fuentes-Luque, A, & Santamaria-Urbieta, S. (2020). Machine translation systems
and guidebooks: an approach to the importance of the role of the human translator.
Onomaczein. https://doi.org/10.7764/onomazein.ne7.04




This article has been accepted for publication in a future issue of this journal, but it is not yet the definitive version. Content may
undergo additional copyediting, typesetting and review before the final publication.
Citation information: Mohammad Awad AlAfnan, Large Language Models as Computational Linguistics Tools: A Comparative
Analysis of ChatGPT and Google Machine Translations, Journal of Attificial Intelligence and Technology (2024), DOI:
https://doi.org/10.37965/jait.2024.0549

[39] Stewart, D. (2019). English for tourism in the non-native English classroom:
machine translation and corpora. In: Ennis MJ, Petrie GM (eds) Teaching English for
tourism: bridging research and praxis. Routledge, Amsterdam, pp 114—130.
https://doi.org/10.4324/9780429032141

[40] AlAfnan, M. A., & Dishari, S. (2024). ESD goals and soft skills competencies
through constructivist approaches to teaching: an integrative review. Journal of Education
and Learning (EduLearn), 18(3), 708-718.

[41] Athanasiou, V, & Maragoudakis, M. (2016, September). Dealing with high
dimensional sentiment data using gradient boosting machines. In: IFIP international
conference on artificial intelligence applications and innovations, pp 481-489. Springer,
Cham. https://doi.org/10.1007/978-3-319-44944-9 42

[42] Kalita, I. (2016). Notes on the Life of Words “Hairy (shaggy)” Dumplings [O
XKHU3HU cloB.«Bonocaterit (moxmareril)» kHeanuk|. XLinguae, 9(3):2-24.
https://doi.org/10.18355/X1L.2016.09.03.2-24

[43] Toral, A, Espla-Gomis, M, Klubicka, F, Ljubesi¢, N, Papavassiliou, V,
Prokopidis, P, & Way, A. (2017). Crawl and crowd to bring machine translation to under-
resourced languages. Lang Resourc Eval, 51(4):1019-1051.
https://doi.org/10.1007/s10579-016-9363-6

[44] Sen, S, Hasanuzzaman, M, Ekbal, A, Bhattacharyya, P, & Way, A. (2021). Neural
machine translation of low-resource languages using SMT phrase pair injection. Nat
Lang Eng, 27(3):271-292. https://doi.org/10.1017/S1351324920000303

[45] Zhao, L, Gao, W, & Fang, J. (2021) High-performance English-Chinese machine
translation based on GPU-enabled deep neural networks with domain corpus. Appl Sci,
11(22):10915. https://doi.org/10.3390/app112210915

[46] Ata, M, & Debreli, E. (2021). Machine translation in the language classroom:
Turkish EFL learners” and instructors’ perceptions and use. IJAFOR J Educ, 9(4):103—
122. https://doi.org/10.22492/ije.9.4.06

[47] Deng, X, &Yu, Z, (2022), A systematic review of machine-translation-assisted
language learning for sustainable education. Sustainability, 14(13):7598.
https://doi.org/10.3390/sul14137598

[48] Vazquez-Calvo, B, & Cassany, D. (2017). Aprender lengua con el traductor
automatico en la escuela secundaria: un didlogo necesario. Calidoscopio, 15(1):180—189.
https://doi.org/10.4013/c1d.2017.151.14

[49] AlAfnan, M. A. (2018). Language use as a resource: E-communication
dimensions of register variation in a professional context. Journal of Progressive
Research in Social Sciences, 7(2), 502-526.

[50] Vazquez-Calvo, B, & Cassany, D. (2017). Aprender lengua con el traductor
automatico en la escuela secundaria: un didlogo necesario. Calidoscopio, 15(1):180—189.
https://doi.org/10.4013/cld.2017.151.14



This article has been accepted for publication in a future issue of this journal, but it is not yet the definitive version. Content may
undergo additional copyediting, typesetting and review before the final publication.
Citation information: Mohammad Awad AlAfnan, Large Language Models as Computational Linguistics Tools: A Comparative
Analysis of ChatGPT and Google Machine Translations, Journal of Attificial Intelligence and Technology (2024), DOI:
https://doi.org/10.37965/jait.2024.0549

[51] AlAfnan, M. A., & MohdZuki, S. F. (2023). Do artificial intelligence chatbots
have a writing style? An investigation into the stylistic features of ChatGPT-4. Journal of
Artificial intelligence and technology, 3(3), 85-94.

[52] Ram B Misra, & Li, Y. (2024). A Constructive Use of ChatGPT in the Classroom:
An Empirical Study. Journal of Artificial Intelligence and Technology.
https://doi.org/10.37965/jait.2024.0485

[53] Michael E. Bernal. (2024). Revolutionizing eLearning Assessments: The Role of
GPT in Crafting Dynamic Content and Feedback. Journal of Artificial Intelligence and
Technology. https://doi.org/10.37965/jait.2024.0513.

[54] Schéferhoff, N. (2023). Best machine translation software: 7 excellent solutions
to try out. Translation Press. Retrieved from: https://translatepress.com/machine-
translation-software/

[55] Ustaszewski, M. (2014). Towards a methodology for intercomprehension-based
language instruction in translator training. University of Innsbruck, Innsbruck.




