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Abstract: With the rapid advent of information technology and social networking, the multiplication of 
connected devices further exposes users to the vulnerability of their personal data. This growing 
interconnectedness increases the risk of online attacks, underlining the daily challenge of cybersecurity 
in the face of increasingly sophisticated attacks. Flaws in automatic software updates and the limited 
responsiveness of devices underline the need for an innovative approach to detecting intrusions and 
securing systems. Early detection of intrusions within companies is essential to anticipate threats and 
respond rapidly to incidents. Researchers recommend the use of several tools and methods to counter 
malicious activity. This article introduces our innovative development of an automated model called 
SSVM (Snort Support Vector Machine) based on a hierarchical strategy organized in distinct layers. This 
model, automated by the joint use of Python and Shell, merges the efficiency of these languages to 
guarantee autonomous and resilient operation. After examining several intrusion detection and 
prevention systems, the first layer implements a selected system as the initial basis. The second layer 
uses machine learning to fill in the gaps in the initial system. Finally, the third layer applies a global 
evaluation methodology, taking into account execution time, energy consumption and physical resources, 
in order to orchestrate the entire evaluation process. The approach we propose appears to improve on 
other conventional intrusion detection systems by making the detection process more efficient. It does 
this by reducing false positives and false negatives compared with existing models. 
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I. INTRODUCTION 
 

IT network security is an essential foundation for 
protecting information and infrastructure in our 
interconnected digital age. It encompasses various 
strategies and methodologies designed to prevent, 
identify and counter threats to networks. Essential 
components include firewalls, intrusion detection 
systems (IDS), encryption mechanisms and access 
control best practices. Even with robust IT security 
measures, it remains possible for skilled attackers 
to deploy advanced or refined strategies to 
compromise a system. Hence the importance of 
integrating an intrusion detection layer to 
complement existing prevention measures. This is 
the context in which IDS was conceived, as it keeps 
track of attacks against the system and prevents the 
system from being subjected to these attacks [1], 
which could jeopardize fundamental IT security 
principles such as confidentiality, integrity and 

availability. 
IDS design is based on principles established 

as early as 1980 by James P. Anderson [2], who 
envisioned the development of security policies, 
threat models, and the evolution of intrusion 
detection systems to protect computer networks 
against unauthorized access and cyber threats. An 
IDS can be defined as a software or hardware 
device designed to detect malicious activity within 
computer systems, thereby helping to maintain 
system security [3]. The aim of IDSs is to identify 
the various types of threats and malicious uses that 
cannot be intercepted by a conventional firewall [4]. 

However, despite their value, the majority of 
intrusion detection systems still come up against 
two main pitfalls: false positives, which indicate 
the incorrect alerts generated by the IDS/IPS in 
relation to the total number of alerts. This gives an 
idea of how often the system triggers alarms for 
events that are not real threats [5], and false 
negatives, which occur when real attacks are not 
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detected, without any alerts being generated. These 
problems are still present, even in the most modern 
versions of IDS, indicating that improvements to 
date have not satisfactorily resolved these issues, 
despite ongoing research and development efforts 
in the field of intrusion detection. Cybersecurity 
research initiatives are now focusing on developing 
effective IDSs capable of accurately recognizing 
known and emerging threats, while minimizing 
false alarms [6]. 

Recently, there has been growing interest in 
the use of machine learning techniques to improve 
anomaly and abuse detection in IDSs [7, 8], 
marking a notable trend in security technologies [9]. 
Various supervised classification algorithms have 
been tested in this context, including decision trees, 
Naïve Bayes, K-Nearest Neighbor, Tree C4.5, 
Random Forest, Support Vector Machine and 
logistic regression [10]. Thus, fuzzy neural 
networks inspired by nature have also been 
explored to improve detection rates and reduce 
false positives [11]. 

In a context where cybersecurity is becoming 
increasingly crucial, this document aims to fill 
perceived gaps in intrusion detection systems. 
These gaps include the need for proactive detection 
of emerging threats, and the reduction of false 
positives and false negatives. The objectives of this 
study are to improve detection precision, reduce 
threat response time, and optimize resources used. 
In response to these challenges, we propose our 
own innovative multi-layer model, the SSVM 
(Snort Support Vector Machine), which 
incorporates a hierarchical approach for more 
effective intrusion detection. 

The NIST Cybersecurity Framework is a guide 
developed by the National Institute of Standards 
and Technology (NIST) to help organizations 
improve the management and reduction of 
cybersecurity risks. Structured around five key 
functions: Identify, Protect, Detect, Respond and 
Recover, the framework provides a strategic model 
for managing cybersecurity at all levels of the 
organization. This strategic model is crucial to 
understanding how the SSVM model, which we 
have developed, fits into a holistic and dynamic 
approach to cybersecurity. 

The SSVM model is structured into three 
strategic layers, each designed to address specific 
functions of the NIST framework. The first layer, 
which captures and pre-processes network traffic, 
filters potential threats to protect resources, 
aligning its functions primarily with "Identify" and 
"Protect". This step is essential to establish a solid 
security foundation that prevents intrusions before 
they compromise the network. The second layer of 

the model uses machine learning techniques to 
analyze the data collected, enabling effective 
detection of abnormal or malicious behavior. This 
in-depth analysis capability reinforces the 
framework's "Detect" function, essential for rapid 
reaction to emerging threats. Finally, the third layer 
evaluates the overall effectiveness of the detection 
system by measuring indicators such as detection 
rate and false positive and negative rates. In doing 
so, it plays a crucial role in the "Respond" and 
"Recover" functions, analyzing incident response 
performance and facilitating the restoration of 
operations after an attack. 

What's more, the SSVM model is designed to 
be adaptable to a variety of network environments, 
from traditional infrastructures to cloud-based and 
hybrid configurations. This flexibility ensures that 
the model can be easily integrated into different 
technological contexts, ensuring that the system 
operates effectively whatever the organization's 
network architecture. This broad compatibility 
reinforces the SSVM model's ability to meet 
diverse cybersecurity needs, making it not only 
robust but also extremely versatile. 

This paper is structured as follows: Initially, 
Section 2 provides an overview of related work. 
Section 3 then provides an in-depth explanation of 
the automated model. Section 4 discloses the 
results obtained and their analysis. Section 5 
provides a discussion and comparison with other 
studies. Section 6 concludes with a summary of the 
main points of the paper. 

 

II. RELATED WORK 
Building on the fundamental aspects discussed in 
the introduction, in-depth studies have focused on 
improving network intrusion detection using 
advanced machine learning techniques. These 
studies looked at various algorithms and their 
applications to meet the challenges of false positives 
and false negatives, as mentioned earlier. Machine 
learning processes raw data and develops diagnostic 
models [12], [13]. Over the past 20 years, this field 
has developed rapidly, offering powerful methods 
and techniques for a wide variety of domains [14], 
[15]. 

One important piece of research, described in 
paper [16], explores the use of machine learning 
techniques such as SVM, Decision Tree, LSTM and 
Random Forest to detect DDoS attacks directed at 
IoT devices. The Random Forest model stood out 
for its superior performance, achieving an accuracy 
rate of 99.321% and the highest F1 scores compared 
with other models. The study reveals the increased 
vulnerability of IoT devices to DDoS attacks, and 
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examines the potential of machine learning, data 
mining and Big Data technologies for effective 
detection. It also proposes a specific detection model 
that integrates machine learning and data mining 
methods, highlighting the effectiveness of the 
AdaBoost and XGBoost algorithms in identifying 
DDoS traffic. Finally, the paper highlights the value 
of developing machine learning models specifically 
designed to combat DDoS attacks in IoT networks, 
proposing an innovative approach based on 
software-defined networks (SDN). 

The authors of paper [17] demonstrate that 
decision trees offer better results in intrusion 
detection. They presented a hybrid intrusion 
detection method using decision trees for feature 
selection. This approach improves the efficiency 
and accuracy of intrusion detection systems (IDS) 
by combining signature-based and anomaly-based 
techniques. Results show a detection rate of 97.95% 
and a significant reduction in the false alarm rate. 

Another significant work [18], presents a novel 
intrusion detection method that relies on ensemble 
machine learning to outperform individual detection 
systems. This research was tested on various 
recognized datasets, such as KDD99, UNSW-NB15, 
and CIC-IDS2017, and demonstrated a notable 
improvement in reducing the false positive rate and 
increasing accuracy. The study reveals the 
effectiveness of ensemble classifiers in detecting 
intrusions, and highlights the importance of 
continuing to develop methods for detecting various 
types of attack. It proposes a detection system based 
on ensemble models such as Random Forest, 
AdaBoost, and LGBM, using a soft voting 
mechanism to improve accuracy and reduce false 
positives, achieving up to 99.9% accuracy and a low 
false positive rate on NSL-KDD and UNSW-NB15 
datasets. 

The paper [19] presents M-Multi SVM, an ML-
based intrusion detection system with an optimized 
feature selection method to improve detection. The 
paper details the technical approach underlying M-
Multi SVM, highlighting its effective use of SVMs 
(Support Vector Machines) and a refined feature 
selection process. Experimental results illustrate the 
system's ability to accurately identify intrusions 
while minimizing the number of features required. 
Paper [20] explores the creation of an advanced 
network intrusion detection system, based on a two-
stage architecture that integrates K-nearest neighbor 
(KNN) and support vector machines (SVM) to 
refine attack classification. The first stage uses KNN 
to sort incidents into normal, severe and minor 
attacks. Then, SVM takes over to further refine, 
identifying whether severe attacks fall under DoS or 
Probe and minor ones under U2R or R2L. A 
distinctive feature of this method is the adoption of 

Common Correlated Feature Selection (CCFS), 
aimed at improving the selection of relevant 
attributes. This approach proceeds by dividing the 
training data into three distinct segments, with an 
emphasis on pre-processing to refine the 
representativeness and statistical normality of 
network traffic-related features. Tests carried out on 
the NSL-KDD dataset validate the effectiveness of 
this method. 

In addition, the study [21] examined various 
machine learning classifiers using the KDD 
intrusion dataset, with particular emphasis on 
performance indicators such as false positive and 
false negative rates to improve the detection 
capabilities of intrusion detection systems (IDS). 
Although recall and F1 scores were not reported, the 
random forest demonstrated the best performance 
with a precision rate of 93.77%, as well as the lowest 
RMSE values and false positive rates. The "IDS-
ML" open source initiative [22] provides tools for 
the development of ML-based IDS, using publicly 
available network traffic datasets, thus providing a 
valuable resource for researchers and practitioners 
wishing to experiment with and deploy innovative 
IT security solutions. 

H. Liu and B. Lang [23] examine the 
revolutionary influence of machine learning (ML) 
and deep learning techniques on intrusion detection 
systems (IDS), highlighting their indispensable role 
for cybersecurity in today's digital age. Faced with 
the shortcomings of traditional IDSs, particularly in 
terms of detection accuracy and reduction of false 
alarms, machine learning is emerging as a promising 
solution, capable of accurately differentiating 
between normal activities and malicious actions, 
and recognizing new threats. Deep learning, with its 
ability to deliver outstanding performance in 
intrusion detection, is particularly appreciated. This 
article proposes an innovative classification of IDS 
studies exploiting ML and deep learning, discussing 
key algorithms, evaluation criteria and future 
challenges, paving the way for significant advances 
in network defense against cyber-attacks. Finally, 
the SVM model to perform classification, achieving 
accuracy, precision, recall and F-measure scores of 
98.6%, 97.4%, 99.7% and 98.5% respectively. 

In their study [24], the researchers address the 
challenges of intrusion detection in IoT 
environments, characterized by the variety of 
attacks and the need for real-time identification. 
They observe that most studies focus on a narrow 
spectrum of IoT attacks or fail to provide real-time 
detection, often due to the use of simple binary 
classifiers unable to distinguish specific types of IoT 
attacks. To overcome these obstacles, the paper 
introduces an advanced intrusion detection system 
(IDS) that uses an ensemble method based on 
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Lambda architecture, designed to improve detection 
accuracy and efficiency through Big Data analysis. 
This approach achieves a remarkable accuracy of 
over 99.93%, it highlights the importance of data 
selection and preparation, feature selection, as well 
as training and detection processes for effective, 
real-time classification using deep learning 
techniques, particularly suited to attacks on IoT 
devices. 

Approach [25] introduces a new technique 
aimed at enhancing intrusion detection in the vast 
and heterogeneous IoT ecosystem. The method is 
based on entropy- and set-theoretic-driven feature 
selection and extraction, exploited on the IoTID20 
and NSL-KDD datasets with the application of ML 
algorithms such as Bagging, Multilayer Perceptron, 
J48, and IBk. This strategy isolated a set of essential 
and highly relevant features, resulting in a 
remarkable classification accuracy of 99.98%, 
underlining the potential of IDS to secure IoT 
environments against cyber-attacks through 
optimized feature selection for accurate anomaly 
identification. 

A comparative analysis [26] explores the 
effectiveness of IDSs using ML approaches in 
software-defined networks (SDNs), highlighting the 
performance evaluation of different learning 
algorithms, such as deep learning and SVMs, for 
reliable intrusion detection. This study highlights 
the strategic integration of IDS into the adaptable 
architecture of SDNs, assessing their flexibility in 
the face of network evolutions, their ability to 
identify various types of attack, and the related 
challenges, including the need for large training 
datasets and minimizing false positives. It also 
shows how these systems can be optimized to 
enhance network security, presenting real-life use 
cases and recommended practices for implementing 
ML-based IDS in SDNs, to effectively counter a 
wide range of cyber threats. 

Another comparative study [27] evaluates the 
performance of four machine learning algorithms 
for network intrusion detection, namely Random 
Forest (RF), Linear Support Vector Machine 
(LSVM), Gaussian Naive Bayes (GNB) and 
Logistic Regression (LG), using CICIDS-2017 
datasets. The confusion matrix of the Random 
Forest (RF) model demonstrates its high accuracy 
compared to the other algorithms, indicating that the 
RF model correctly predicted the majority of attacks. 

In the context of the significant advances in 
network intrusion detection using machine learning 
algorithms presented in previous work, our model 
stands out by addressing and resolving many of the 
weaknesses identified in these studies, while 
achieving superior precision. While previous 
research has established a solid foundation for 

effective intrusion detection, highlighting the crucial 
role of ensemble methods, deep learning and 
judicious feature selection, our model introduces a 
notable advance. It enriches the field with a novel 
approach, enhancing detection capabilities in a 
significantly improved way. 

 
 
 

III. Methods 
A. Architecture of the proposed 

intrusion detection model 

Attacks on these platforms are increasing in number 
and intensity every day, because there is no such 
thing as an impenetrable computer system.  

Implementing a multi-layered protection model 
is essential for defense-in-depth, creating a more 
secure network environment and limiting 
opportunities for attackers to exploit it. Our own 
SSVM (Snort Support Vector Machine) model, 
illustrated in Figure 1, embodies this approach with 
its three-layer structure dedicated to robustly 
reinforcing security. The first layer, operating an 
IDS , is responsible for collecting and analyzing 
network traffic. It acts as a first line of defence 
against threats, filtering out suspicious activity as 
soon as it appears. The second layer uses advanced 
machine-learning techniques to identify and classify 
anomalies in the collected data, thus compensating 
for potential deficiencies in the first detection layer. 
The third layer evaluates overall system 
performance by measuring critical parameters such 
as execution time, energy consumption and physical 
resource usage. This model ensures that SSVM 
operates efficiently while remaining economically 
viable. Collectively, these layers form a unified 
system not only capable of countering today's 
threats, but also of adapting to evolving attack 
strategies, offering dynamic, future-proof protection 
for targeted networks. 
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Fig. 1. SSVM multi-layer intrusion detection model. 

 
The proposed model, SSVM (Snort Support Vector 
Machine), is designed to operate in a fully automated 
fashion, using a script to orchestrate all the tasks 
associated with the various layers of the intrusion 
detection system. This process begins by 
periodically launching Snort every five minutes to 
capture network traffic. The log files generated by 
Snort are then converted into CSV files, which are 
particularly suitable for use as input by the selected 
machine learning algorithm. This conversion is 
crucial as it prepares the data for the next analysis, 
which is the final step in our process and consists of 
evaluating the model's performance in terms of 
precision and intrusion detection efficiency. 
To train our model, we exploit a dataset extracted 
directly from the traffic activity captured by Snort, 
ensuring that the scenarios used for model testing 
and validation accurately reflect real-life conditions. 
Our dataset consists of 1,042,455 packets collected 
over a six-day period, providing a rich source of 
information for detecting anomalies and malicious 
behavior. 
 
 

 
 
 
 
 
The dataset includes a variety of network protocols, 
such as FTP, SSH, Telnet, SMTP, DNS, HTTP, 
HTTPS, PostgreSQL, and alternative HTTP, 
ensuring that the model is tested against a wide range 
of environments and traffic types. What's more, the 
packets come from different segments of a large 
organization's network, including academic and 
research segments. This diversity ensures that the 
model is exposed to a wide range of traffic scenarios, 
increasing its effectiveness under various operational 
conditions. 
The first layer of our model handles the collection 
and pre-processing of traffic, using advanced 
techniques to capture and filter data. It acts as a first 
line of defense, isolating relevant information and 
paving the way for more detailed analysis. The 
second layer then takes over, applying machine 
learning techniques to the pre-processed data. Prior 
to analysis, data is normalized, essential features are 
selected and dimension reduction is performed to 
optimize the performance of machine learning 
models. These models are trained with large datasets 
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that incorporate attack scenarios as well as normal 
traffic, enabling us to effectively distinguish between 
normal and malicious behavior. 
 
• Layer 1: Traffic Collection and Analysis 
 
The layer 1 gives several key features: 
1) Packet Capture 
Packet capture is the first and one of the most crucial 
aspects of this layer. Tools, like Snort, operate in 
promiscuous mode, capturing all traffic passing 
through the network interface where they are 
installed. This capture capability is fundamental to 
identifying suspicious or malicious activity. 
2) Traffic filtering 
Following the capture phase, it is crucial to perform 
selective traffic filtering to target the most relevant 
information. In our Intrusion Detection System (IDS) 
configuration, Snort is configured with customized 
filtering rules. These rules are designed to isolate 
packets requiring scrutiny, based on criteria such as 
IP addresses, port numbers, or specific patterns 
contained within packets. For our IDS, filtering rules 
are focused on specific port numbers, including 21 
(FTP), 22 (SSH), 23 (Telnet), 25 (SMTP), 53 (DNS), 
80 (HTTP), 443 (HTTPS), 5432 (PostgreSQL) and 
8080 (HTTP alternative). The aim of this filtering is 
to minimize the volume of data to be analyzed, thus 
optimizing the performance and effectiveness of the 
IDS in detecting suspicious or malicious activity. 
3) Pre-treatment 

Pre-treatment captured packets is a vital step. It 
includes packet defragmentation, which is crucial for 
detecting attacks that exploit fragmentation to evade 
detection. Protocol standardization is also carried out 
to simplify subsequent analysis, by providing a 
consistent structure for data processing. 

The decision to adopt Snort as the core of this 
layer was based on a detailed comparative analysis 
with Suricata, two of the most efficient and widely 
used tools on the market. According to the study 
[28], although Suricata is able to process network 
traffic faster than Snort and has a lower packet loss 
rate, it requires more computing resources. In 
comparison, Snort is less resource-intensive, 
making it more suitable for resource-constrained 
environments. Snort also demonstrated an ability to 
accurately identify six of the seven types of 
malicious traffic examined, achieving a true positive 
rate (TPR) of 99% for each. Suricata, on the other 
hand, accurately detected only certain types of 
malicious traffic such as FTP, SSH, HTTP, 
DoS/DDoS and ICMP, also with a TPR of 99%. 
However, Suricata failed to correctly detect ARP 
and Scan malicious traffic, also recording a TPR of 

0% for these categories. 
When using Snort, managing false positives and 

negatives is a considerable challenge. False 
positives can overload cybersecurity teams with 
irrelevant alerts, while false negatives risk leaving 
malicious activity undetected, threatening network 
security. Furthermore, adding machine learning to 
Snort can improve threat detection, but requires 
careful attention to balance precision and reduce 
these errors. 

 
• Layer 2: Machine Learning Analysis and 
Classification 

This layer plays an essential role in an IDS system 
that incorporates machine learning (ML) algorithms. 
The function of this layer is to analyze the traffic data 
collected by the NIDS SNORT tool, and then 
categorize this data into normal or suspicious activity. 
It employs various machine learning models to detect 
and identify abnormal or malicious behavior. 
 
The layer 2 is featured as follow: 
1) Data processing 

Prior to analysis, the data collected by the Network 
Intrusion Detection System (NIDS) is transformed 
from a logging format to a .csv file. This process is 
followed by a series of pre-processing steps such as 
normalization, selection of essential features and 
dimension reduction, in order to simplify and 
optimize the data for analysis by ma-chine learning 
models, making the dataset easier to manage and 
more relevant for model training. 
2) Model training 

Historical data sets are used to train ML models to 
identify patterns associated with malicious or 
anomalous behavior, improving detection precision. 
3) Classification and Prediction 

The trained ML models are then applied to classify 
network traffic in real time, enabling normal and 
potentially malicious activity to be distinguished and 
acted upon accordingly. 

The integration of machine learning into Snort 
enhancement, in particular through the adoption of 
the Support Vector Machine (SVM) algorithm, has 
been instrumental in resolving the problems of false 
positives and false negatives, while significantly 
improving the precision of the system. The selection 
of the SVM algorithm is the result of a careful 
evaluation of various machine learning algorithms, 
an approach inspired by research works such as 
article [29], which highlights Snort's shortcomings 
and explores different methods to remedy them. 
These comparisons revealed the superior efficiency 
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of SVM, eloquently demonstrated by Table 1. These 
comparisons revealed the superior efficiency of 
SVM, highlighting an exceptional 99% precision in 
threat detection, a low false positive rate of 0.6%, 
and a recall rate of 100%. This rigorous, evidence-
based approach ensures a significant improvement 
in Snort's reliability and effectiveness in detecting 
threats to network security. Examining Table 1 in 
detail, we observe that the improved precision and 
reduced errors are attributable to the optimization of 
SVM parameters and its ability to model complex 
decision frontiers, which is essential for effectively 
discriminating between legitimate and malicious 
activity in network traffic. 

Table I. Snort improvement results through machine 
learning [29]. 

 

 
• Layer 3: Evaluation and Performance Layer 

Layer 3, an essential part of the proposed intrusion 
detection model, is responsible for in-depth 
evaluation of the system's performance. Its main 
objective is to measure the effectiveness of intrusion 
detection, evaluate the precision of the classifications 
made by the machine learning algorithms, and judge 
the overall performance of the system. To achieve 
this, it uses a range of metrics and parameters such 
as detection rate, false positive and negative rates, 
recall rate, precision and F1 score. In addition, this 
layer takes into account crucial aspects such as 
execution time, energy consumption and resource 

utilization. These complementary measures are 
essential to ensure that the model is not only accurate 
in its detection, but also efficient and viable from an 
operational point of view. This multi-dimensional 
assessment ensures that the system, not only 
performs well in all respects, but also adapts 
proactively to meet future challenges. 

When evaluating the execution of a computer 
program, there are several key parameters we can 
consider to measure its performance and 
effectiveness. Parameters for evaluating the 
execution of a computer program can vary 
according to the nature of the program, its objectives 
and specific needs. Here are some common 
evaluation parameters for the execution of a 
computer program: 

 
1) Performance measurement 
To evaluate system effectiveness, we use several 
specific metrics that reflect the unique challenges 
associated with threat detection. These measures 
include: 
 

 Detection rate: a high detection rate is essential 
to quickly and effectively identify malicious or 
suspicious activity. Greater sensitivity is 
required to minimize the risk of major 
disruptions caused by undetected attacks, such 
as intrusions or malware. 

 False positive rate: This rate is of paramount 
importance in network security. A high volume 
of false positives can quickly saturate systems, 
reducing the effectiveness with which operators 
can identify and respond to real threats. 
Consequently, accurate and reactive alert 
management is essential to preserve network 
functionality and operability, while minimizing 
unnecessary downtime. 

 False negative rate: Particularly critical in 
network security, a low false-negative rate is 
vital to ensure that no real threat goes 
undetected. The consequences of undetected 
attacks can be disastrous, including major data 
loss or service interruptions. 

 Precision: This measures the precision with 
which the system correctly identifies legitimate 
versus malicious activity. High precision is 
essential to avoid unnecessary interruptions to 
normal network operations, which could result 
from incorrect identification. 

 F1 score: This score is particularly suited to 
environments where false positives and false 
negatives have serious consequences. It 
provides a balance between recall and precision, 
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offering a holistic view of security system 
performance. 
 

2) Execution time 

Measures the time required for the program to 
complete a specific task. It can be expressed in 
milliseconds, seconds or any other appropriate unit 
of time. This time may vary according to factors such 
as algorithm complexity, available hardware 
resources, system workload, code quality, etc. 
Execution time measurement is commonly used in 
computer science to optimize performance, evaluate 
the efficiency of algorithms, detect performance 
problems and make decisions to improve the 
responsiveness and efficiency of computer systems. 

The Texecution time is calculated using the formula: 
Texecution =Tend -Tstart 

where:  
 Texecution is the program execution time. 
 Tend is the time at which the program starts. 
 Tstart is the time at which the program completes the                 
task. 
 
3) Power consumption 

For mobile, embedded or power-sensitive 
applications, measures the amount of power 
consumed by the program during execution. We 
need to know the power of the device (in watts) and 
the duration for which it is running (in hours). We 
can then use the following formula to calculate 
energy consumption in kilowatt-hours (kWh): 

Energy (kWh) = Power (kW) x Time (h) 

4) Resource Utilization 

Evaluates the use of hardware resources, such as 
CPU and memory. 

CPU utilization (%) = (CPU time used ÷ Total 
time) × 100 

This formula measures the percentage of time the 
processor is actively used by the program in relation 
to the total time. 

Memory usage (%) = (Memory used by program ÷ 
Total available memory) × 100 

This formula indicates the percentage of total 
memory used by the program. 

Ultimately, this intelligent SSVM model seeks 
to strengthen the security environment and minimize 
vulnerabilities that attackers could exploit, ensuring 
constant monitoring and seamless integration with 

existing security infrastructures to increase network 
resilience. 

IV. Results 
The heart of our SSVM system is based on an 
Ubuntu machine, which serves as a platform for 
Snort, an advanced intrusion detection system, as 
well as for our Python implementation of the SVM 
(Support Vector Machine) algorithm. This 
configuration captures and processes the log data 
produced by Snort, which is then transformed into a 
CSV file by a specially designed Shell script. This 
CSV file becomes the input for analysis and intrusion 
detection by our SSVM model. In parallel, we use a 
Kali machine, equipped to automatically launch 
attacks via a script, thus creating an authentic test 
environment to evaluate the effectiveness of our 
model against various types of cyber threats such as 
denial-of-service attacks, SQL injections, and 
network malware. 

Our SSVM model demonstrated significantly 
better detection and classification capabilities than 
other basic and advanced models, offering robust 
protection against a variety of attack scenarios. In 
particular, SSVM effectively identified and 
mitigated denial-of-service attacks by handling 
large volumes of malicious network traffic, 
accurately detected SQL injections exploiting 
database vulnerabilities, and showed exceptional 
results in identifying behaviors associated with 

malware propagation via the network. Figure 2 
illustrates this performance in detail, presenting a 
comprehensive classification report that not only 
affirms our system's precision in detecting 
intrusions, but also exposes other key performance 
indicators such as false positive, false negative and 
recall rates. Each metric is analyzed to show how 
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SSVM stands out from other models in terms of its 
ability to detect specific threats in a realistic, 
dynamic attack environment. This exposure detailed 
in Figure 2 not only validates the effectiveness of 
our model but also provides a solid basis for 
evaluating our infrastructure in the realistic 
simulation of various threats, thus ensuring a 
reliable platform for testing the effectiveness of our 
solution under varied network conditions. 

 

Fig.2. Results of the SSVM automated model. 
 
The classification report reveals the model's 

exceptionally high performance for each predicted 
class, with indicators such as precision, recall, F1 
score and support showing excellent results. For 
both classes evaluated, precision reached 99%, 
meaning that almost all the model's predictions were 
correct, and no false positives were detected. False 
positives occur when a model wrongly predicts an 
instance as belonging to the positive class, while 
false negatives occur when the model fails to 
identify an actual instance of the positive class. The 
values for both metrics are zero for our model, 
suggesting that all positive and negative predictions 
were correct. Recall is 100%, indicating that the 
model has succeeded in correctly identifying all true 
positive cases for each class. As for the F1 score, 
which represents the harmonic mean between 
precision and recall, it also reaches 100% for both 
classes, underlining the model's optimal 
performance, remarkable precision and robustness 
on the dataset tested. 

System performance, illustrated in Figure 3, 
shows CPU utilization at 44.3% and memory 
utilization at 32.1%, with a total available memory 
of 6237462528 bytes. These indicators reveal the 
efficiency with which the SSVM model manages 
resources during threat detection and classification 
operations. Energy consumption for this operation is 
measured at 0.72 kWh, underlining the system's 
energy efficiency despite a computationally 
intensive task. In addition, the task's execution time 
of 20.651 seconds confirms the model's agility in 
test situations, capable of delivering fast and reliable 
results. Classification by the SSVM model is not 
only flawless, but also achieved with significant but 
efficient use of system resources, illustrating an 
optimal balance between performance and resource 
consumption. 

 These results confirm that the SSVM model 
offers exceptional predictive precision while 
optimizing resource consumption. It therefore 
represents a highly effective and efficient 
cybersecurity solution, perfectly suited to the 
complex challenges of modern network 

environments. 

 

Fig.3. Resource Utilization. 

V. Discussion and comparison 
The field of network intrusion detection has attracted 
considerable interest within the cybersecurity 
community, particularly with the integration of 
machine learning algorithms to improve detection 
capabilities. A considerable amount of research has 
been devoted to exploring the potential of various 
machine learning approaches to identify and mitigate 
malicious activity in network traffic. Researchers 
have investigated a myriad of models, from 
traditional classifiers such as decision trees and sup-
port vector machines to more complex architectures 
such as neural networks and ensemble methods, 
seeking to capitalize on their ability to learn and 
adapt to evolving threats. These studies underline the 
essential role of machine learning in the development 
of robust, dynamic and predictive security 
mechanisms that keep pace with the sophisticated 
tactics employed by modern cyber adversaries. 

A. Ugale and A. Potgantwar [30] have 
developed a sophisticated network intrusion 
detection system using advanced machine learning 
techniques. This project is de-signed to improve 
cyber defense capabilities by proactively detecting 
anomalous behavior, thus playing a crucial role in 
preventing cyber-attacks and protecting net-works. 
At the heart of this study is an anomaly detection 
approach that identifies deviations from typical 
network traffic behavior. Feature selection and 
extraction methods are implemented to distinguish 
the most relevant traffic indicators, thereby in-
creasing the precision of the detection system. The 
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solution is designed for uninterrupted monitoring 
and the generation of immediate alerts when 
suspicious activity is detected, integrating and 
reinforcing existing security measures to solidify 
network security. The study offers a detailed 
comparative evaluation of the performance of 
several classification algorithms, such as SVM 
(Support Vector Machine), RF (Random Forest), 
NB (Naive Bayes) and CNN (Convolutional Neural 
Network), on various datasets. These results are 
neatly summarized in Table 2, which highlights the 
superiority of CNN in terms of precision, recall, F1 
score and overall accuracy. Each metric is discussed 
to illustrate the CNN's ability to handle data 
complexity and variability, outperforming other 
models despite higher computational demands.In 
addition, Table 3 offers an overview of the runtimes 
of the different algorithms, highlighting a longer 
runtime for the CNN compared to other models. 
This information is crucial, as it indicates that 
although the CNN offers better performance in 
terms of classification, this comes with a cost in 
terms of processing time. This analysis enables users 
to weigh up the benefits of increased precision 
against extended runtime, providing a 
comprehensive framework for assessing the 
operational efficiency of models according to their 
specific needs. 

 
 

Table II. IDS Dataset [30]. 

 

 

 

 

 

 

Table III. Model Evaluation of paper [30]. 

 

The project [31] explores the refinement of a 
machine learning ensemble model enriched with 
genetic algorithms for network intrusion detection. 
This innovative method uses genetic programming 
to optimize the selection and tuning of the under-
lying models, thereby enhancing the accurate 
detection of anomalous activity. The overall 
approach capitalizes on the combination of various 
algorithms to form a unified system that offers 
increased robustness and better accuracy in different 
contexts. The introduction of genetic components 
enables fluid adaptation to new threats, underlining 
the project's aim of providing a scalable and 
responsive cybersecurity solution. As demonstrated 
in Table 4, the tool developed excels in identifying 
suspicious actions within changing network 
environments, exploiting a diverse dataset 
simulating intrusions in a military network context. 
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Table IV. Model Evaluation of the paper [31]. 

 

Our SSVM model demonstrates outstanding 
performance, as shown in Table 5. This table 
illustrates precision and recall, both evaluated at 
99%, as well as a perfect F1 score of 100%. These 
results highlight the model's effectiveness in 
accurately classifying and reliably detecting correct 
instances among the data tested, reflecting an 
excellent ability to correctly identify threats while 
minimizing classification errors. The weighted 
average F1 score of 100% underlines a consistency 
in performance across different classes, indicating 
that the model operates with uniform reliability, 
regardless of the variability of the input data. Table 
5 not only summarizes these high rates, but also 
serves as evidence of the overall robustness of the 
SSVM model, confirming its ability to maintain 
high levels of precision and efficiency under a 
variety of conditions. 

 

Table V. Model Evaluation of our SSVM model. 

 

In three recent studies, the Snort Support Vector 
Machine (SSVM) proved its exceptional efficiency, 
achieving 99% precision and 100% recall. It thus 
demonstrates a remarkable ability to classify 
instances impeccably, without generating false 
positives or false negatives. Meanwhile, articles [30] 
and [31] present a comparative analysis of various 
classification techniques applied to several datasets. 
These studies show that, although the convolutional 
neural network (CNN) and genetically optimized 
random forest aggregation models shine on several 
performance indicators, they lack robustness in the 
face of evolving threats, making them less effective 
in fluctuating network environments or in the face 
of innovative attack strategies. However, SSVM 
excels in its extreme precision in classifying 
individual classes, as shown by the data in Figure 4, 
and is specifically designed to adapt and operate 
effectively under a variety of network conditions. 
Using advanced techniques for proactive detection 
of abnormal behavior, and incorporating 
sophisticated feature selection and extraction 
methods, the model significantly improves the 
precision of anomaly detection.  

With constant monitoring and immediate alerts 
when suspicious behavior is detected, our model 
reinforces existing security measures and proves 
extremely effective against a wide range of threats, 
including emerging and evolving ones. 

The classification model we've developed is 
designed to integrate effortlessly into a wide range 
of environments, from devices with limited 
capabilities to the most ex-tensive and sophisticated 
systems. It features optimized memory and 
processor consumption, the result of extensive 
optimization, making it particularly well-suited to 
contexts where resources are a scarce and precious 
commodity. Its flexibility of use and ease of 
integration into different software ecosystems attest 
to its universal compatibility and invariable 
performance. This model transcends standards 
thanks to its versatility and adaptability, affirming 
its status not only as a high-performance tool, but 
also as a resilient and scalable solution. 
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Fig.4. Comparison of Precision, Recall, F1 score and Accuracy Across Model. 

 
The SSVM model embodies the perfect balance 

between cybersecurity sophistication and ease of use, 
eliminating the complications common to advanced 
IT security deployments. It is designed for 
simplified commissioning and maintenance, without 
the need for specialized technical skills on the part 
of the user. Its architecture, designed for full 
automation, guarantees smooth operations 
management and rapid integration with multiple 
levels of protection. A script specifically designed 
for this model orchestrates the entire process, from 
Snort initialization to performance evaluation, 
including data conversion for machine learning. In 
this way, the SSVM model proves to be a reliable, 
non-binding security solution, offering multi-
layered defense while setting itself apart from other 
models through its ease of administration and 
operational efficiency. 

 

VI. Conclusions 
The development and implementation of the SSVM 
model marked a significant milestone in the 
evolution of network intrusion detection systems. 
The advanced architecture of this model ensured 
accurate detection of current threats, while remaining 
flexible and scalable to meet emerging cybersecurity 
challenges. Our results, after a thorough evaluation 
against other referenced systems [30] and [31], 
demonstrated that SSVM was superior, setting a new 
standard for a more resilient and adaptable defense. 

This breakthrough reflected our determination to 
constantly innovate and adapt to the changing 
technological landscape, with the aim of maintaining 
first-rate network protection. 

 
Looking to the future, we plan to focus our 

efforts on refining SSVM. This approach aims to 
strike an optimal balance between responsiveness 
and reliability, contributing to a network security 
infrastructure that not only meets today's 
requirements, but is also prepared for future 
advances. By pursuing this path, we aspire to offer 
security that never goes out of fashion, security that 
evolves in concert with technologies and threats, for 
truly proactive, forward-thinking cybersecurity. 
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