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Abstract: Currently, the psychological crisis prevention methods for medical students combine with artificial intelligent
technology and mainly analyze students’ facial and electroencephalogram (EEG) signals. These methods have the problems of
poor operability and low recognition accuracy. To address these problems, the study proposes a method for psychological state
recognition and psychological crisis prevention based on ensemble learning and walking pattern analysis. Moreover, the study
applies this method to the psychological crisis prevention of medical students. First, the study uses a pose estimation algorithm
and a convolutional structural network to extract 3D features of walking patterns. Then, it applies these features to emotion
recognition. The research selects K-nearest neighbor, decision tree algorithm, and support vector machine as the integrated weak
classifier. The experimental results indicated that the recognition accuracy of the psychological state recognition method
proposed in the study reached 95.63%. The response time was only 0.23 s, with a recall value of 0.96 and an root mean squared
error of 0.03. In the practical application of the psychological crisis intervention, the accuracy of its early warning reached
91.48%, and the rate of improvement of the students’ psychological state after the early warning also reached 78.23%. The
proposed method can help teachers gain timely insight into the psychological problems of students and carry out psychological
crisis prevention.
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I. INTRODUCTION
In the process of continuous development of society, the pressure
faced by people gradually increases. While the pressure increases,
the inability to vent emotions may lead to a series of mental health
problems [1]. Psychological crisis is a serious mental health
problem that may lead to serious consequences and even endanger
life [2]. In recent years, with the increasing pressure of medical
students’ academic pressure, employment pressure, and clinical
internship pressure, the problem of psychological crisis among
medical students has become increasingly prominent [3]. The
traditional methods of psychological crisis identification often
rely on questionnaires, psychological interviews, and other means.
Although these methods are effective, they have the disadvantages
of being subjective and time-consuming [4]. Moreover, with the
development of computer technology and artificial intelligence,
more and more scholars began to devote themselves to the intelli-
gent exploration of psychotherapy. To evaluate the effectiveness of
the psychological diagnostic tool based on the large language
model, Pellert et al. applied it to the corpus analysis of large
language model. The corpus contained human authors’ personality,
values, beliefs, and prejudices. It explored the validity of the
measure by asking law schools to indicate their responses to a
scale based on language modeling. The results indicated that the
diagnostic accuracy of the language model in psychometrics for the

psychology of textual expression reached 85.45% [5]. Nayan et al.
conducted a structured online questionnaire survey on 2121 college
students in Bangladesh in order to find out the best machine
learning algorithm for predicting mental illness in college students.
In this process, their machine algorithms such as support vector
machine, random forest, and logistic regression were used to
predict mental illnesses, respectively. The findings showed that
random forest algorithm and support vector machine provided
superior prediction results [6]. Christensen et al. proposed an
exploratory graph analysis method based on network psychomet-
rics in order to achieve accurate psychometrics. It performed
Monte–Carlo simulations using community detection algorithms
on the basis of this method. The simulation results showed that this
graph analysis method combined with the Graphical Lasso method
could realize higher accuracy psychometric measurements [7].
Exploring the impact of cognitive-behavioral therapy on psychiatry
and psychotherapy, Bennemann et al. compared different machine
learning algorithms using nested cross-validation and used the best
models from these algorithms to analyze the influences of psycho-
therapy. The results showed that education level and age were
significant influencing indicator data for the predictive accuracy of
machine learning algorithms [8].

It has been suggested that improvements in posture and
walking patterns may affect the brain neurotransmitters that trigger
positive emotions and those associated with emotions. A growing
body of research suggests that physical expression is as powerful as
facial expression when conveying emotions [9]. Mahfoudi et al.
systematically collected relevant studies from several disciplinaryCorresponding author: Luyao Sun (e-mail: 2022382001@student.uitm.edu.my)
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fields, including psychology, biomechanics, and computer vision,
in order to quantify and reproduce movements that express emo-
tions. The quantification of action expression was achieved by
means of meta-analysis. The results showed that their quantitative
data were of high value for psychological analysis [10]. Albohn
et al. found that body gestures, visual scenes, and sounds can
facilitate judgments of facial expressions or emotions. They con-
ducted a series of practical experiments in order to explore whether
body and facial emotion recognition can enhance recognition
results by integrating common interest cues. The results showed
that the integration effect could further enhance recognition accu-
racy in facial and body expressions with low emotional clarity [11].
Yu Meng et al. proposed an emotion recognition method based on
prior knowledge and graph neural networks in order to perceive
emotions from gait. The method fused gait features as spatio-
temporal features and used graph neural network to learn emotion
features for emotion recognition. The results indicated that the
recognition accuracy of the method reached 85.2% [12].

In summary, the current AI-based psychotherapeutic approach
mainly starts from psycho-emotional recognition and then devel-
ops corresponding intervention strategies. However, many students
spend most of their time walking or maintaining a certain posture in
their daily study and life. Therefore, walking patterns and postural
characteristics provide new perspectives for the identification of
emotional states [13]. However, there are relatively few studies
combining walking patterns for emotion analysis, and the accuracy
of the analysis results has a large room for improvement [14].
Moreover, current methods of recognizing psychological emotions
have issues, such as limited data characteristics and inaccurate
analysis results. Furthermore, the generalization performance of
many methods is poor. This is because the scale of the dataset is
limited and fails to cover diverse situations, resulting in the model’s
difficulty in adapting to mood changes in different environments.
Meanwhile, feature extraction technology still needs optimization
to fully capture the subtle differences of complex emotions.

To address this situation, the study proposes a method for
recognizing students’ emotional state and preventing psychologi-
cal crisis based on integrated learning and walking pattern analysis.
The method extracts the features of students’ walking patterns and
realizes the recognition of their emotional states by using machine
learning methods. It further realizes the psychological crisis assess-
ment and assists teachers to give corresponding prevention pro-
grams. The research has solved the problems of single feature
extraction and low recognition accuracy in traditional emotion
recognition methods through the analysis of walking patterns.
Furthermore, the research adopts the method of ensemble learning
to further enhance the robustness and generalization ability of the
recognition model. The innovation of the study is that the walking
pattern of medical students is used as a characterization of their
mental-emotional states, which opens up new ideas of mental state
recognition. In addition, the study integrates the recognition results
of multiple machine learning models through the integrated learn-
ing algorithm. It further improves the recognition accuracy of
psychological states and provides more accurate and effective
analysis results.

The rest of the paper is structured as follows. Section II
provides a detailed description of the method for identifying the
emotional states of medical students and preventing psychological
crises. This method is based on ensemble learning and walking
patterns, as proposed in the research. Section III is the experimental
analysis section. It conducts a comparative analysis of research
design methods and discusses their respective advantages and

disadvantages. Section IV is the conclusion section. It summarizes
the proposed research methods and experimental analysis results
and presents prospects for future research.

II. PSYCHOLOGICAL STATE
IDENTIFICATION AND CRISIS

PREVENTION METHODS BASED ON
INTEGRATED LEARNING AND WALKING

PATTERN ANALYSIS
The study proposes a mental state recognition method based on
integrated learning and walking pattern analysis. The method takes
students’ walking patterns as the basic features for recognition,
utilizes machine learning methods to achieve emotion recognition,
and finally improves the recognition accuracy based on integrated
learning.

A. WALKING PATTERN FEATURE EXTRACTION
AND DATA PROCESSING

Existing emotion recognition methods based on electroencephalo-
gram (EEG), voice, expression, etc., require the subjects to com-
plete different test tasks or wear specific equipment, which has
certain limitations in practical applications. In contrast, walking
patterns are natural and unnoticeable physiological features that
can be collected without affecting subjects’ normal activities. They
can also accurately assess students’ psychological states in real
time [15–17]. During the training data collection process, the study
selects a total of 234 students from aMedical University as the data
collection subjects. The experiment is formulated that the partici-
pants walk 10 m toward the camera each time and the video of the
students’ walking is recorded. The video length contained at least
one gait cycle.

To avoid potential biases in the data, the study uses a stratified
sampling strategy. This strategy ensures that the samples covered
students of different grades, academic performance levels, and
family backgrounds. The strategy places particular emphasis on
including groups that are easily overlooked, such as rural boarding
students.

To obtain informed consent, a hierarchical approach to expla-
nation should be adopted. For students, the research process should
be explained using comic books. For parents, the use of data should
be explained through video conferences. Both consent forms need
to be electronically signed and verification records should be kept.
Emotional induction is achieved by designing natural scenario
tasks. For example, a 10-minute math competition can be arranged
to simulate real exam pressure. Heart rate changes can be moni-
tored simultaneously with a smart bracelet. Video data security
adopts hardware-level encryption measures. The collection device
is equipped with a face-blurring chip that achieves real-time
desensitization. The storage server is located in an electromag-
netic-shielded room and uses dual fingerprint and iris authentica-
tion. During the acquisition process, each participant recorded gait
in four states: happy, angry, sad, and no special emotion. The
specific acquisition process is shown in Fig. 1.

In Fig. 1, the study presents participants with videos contain-
ing different emotional stimuli to elicit their emotions. After
watching the videos, participants completed the self-emotion rating
scale to assess their emotional state. Based on the test results, the
walking mode video is recorded. Once the recording is finished, the
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video according to the test results is labeled. Then, the next state
walking video is recorded 5 minutes later. To ensure the accuracy
of recognizing subsequent psychological states, the research con-
ducts three-dimensional feature extraction of walking patterns
based on video images and two-dimensional features. At present,
most two-dimensional feature extraction methods require the
extraction of a large number of traditional features. These methods
have low computational efficiency and low recognition accuracy
[18,19]. In response to this, the study considers using the method
based on pose estimation for two-dimensional feature extraction.

The study extracts the topology of the shoulderless pose after
ignoring the information of hand and head joint points through the
BlazePose algorithm. The derivation process is shown in Equa-
tion (1): � ðx 0i,y 0iÞ = ½ðxi + xmid − xlÞ,ðyi + ymid − ylÞ�

ðx 0j,y 0jÞ = ½ðxj + xmid − xrÞ,ðyj + ymid − yrÞ� (1)

In Equation (1), ðxi,yiÞ is the initial coordinate of the left
shoulder joint. ðxj,yjÞ is the initial coordinate of the right shoulder
joint. ðxmid ,ymidÞ is the median value of the coordinates of the left
and right joints. ðx 0i,y 0iÞ and ðx 0j,y 0jÞ are the coordinates of the left
and right shoulder joints after movement, respectively. After
extracting the obtained 2D feature, the study uses a convolutional
neural network to convert the 2D walking pattern features into 3D
features. The specific process is shown in Fig. 2.

In Fig. 2, the research utilizes the designed expanded con-
volutional network to achieve the transformation from two-dimen-
sional features to three-dimensional features. To improve the
model’s accuracy further, the research divides the two-dimensional
features into two categories during training: labeled and unlabeled
data. For labeled data, the supervised learning method is used for
training. For unlabeled data, feature extraction is carried out
through self-supervised learning. The conventional dilation con-
volution will have some information loss; for this, the study sets the
dilation convolution as a multi-scale structure [20,21].

The detailed process of converting 2D features to 3D features
is shown in Fig. 3.

Fig.ure 3 shows the first step of the study, which involves
converting the two-dimensional features into a structure similar to
an image. The time step is taken as the height dimension, and the
feature dimension is taken as the width, forming a two-dimensional
matrix. The next step is for it to be input into the convolutional
layer. The convolutional layer gradually increases the number of
channels to extract local spatio-temporal features and capture
higher-level abstract features. The upper sampling layer is used
to extend the two-dimensional features to the three-dimensional
space and gradually recover the lost spatial dimension information.
Supervised learning is conducted during the training process using
data with three-dimensional annotations. This optimizes the net-
work parameters by minimizing the error between the predicted
and true three-dimensional features. Ultimately, the network is
capable of mapping the input two-dimensional walking mode
features to the corresponding three-dimensional spatial represen-
tation. It can achieve the feature transformation from two-
dimensional to three-dimensional.
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Fig. 1. Walking mode training data acquisition process.
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Dilated convolution expands the receptive field by increasing
the interval between convolution kernels. The convolution layer is
used to extract features. The dilation rate determines the size of the
receptive field. The feature weights, on the other hand, reflect how
much each feature influences the model output. The calculation of
the dilation rate of the dilation convolution of each layer is shown
in Equation (2):

EC = Wn (2)

In Equation (2), EC represents the dilation rate of each dilated
convolution layer. n represents the sequence number of the con-
volution layer. W represents the initial dilation rate. The research
ensures that the receptive field covers a wider area, reducing
information loss by gradually expanding the field layer by layer.
The study sets the number of layers of the dilation convolution to 4
and the size of the convolution kernel is 3 × 3. The structure of the
dilation convolution designed by the study is shown in Fig. 4.

In Fig. 4, the expanded convolution includes multiple convo-
lution layers. Additionally, batch normalization layers and Recti-
fied Linear Unit (ReLu) activation functions enhance the model’s
stability and nonlinear expression ability. The ReLu activation
function is shown in Equation (3):

ReLu = maxð0,xÞ (3)

In Equation (3), x refers to the original data distribution.maxð·Þ
is the activation operation. ReLu is the output result after activation
layer. After the above network layers, the data are fed into the
dropout layer for random deactivation to prevent model overfitting.
The method of applying the Dropout layer to calculate the selection
probability of neurons is shown in Equation (4):8<

:
Z 0 = wQ 0

i + b 0

Q 0
i = r 0i · Qi

r 0i ∼ BernoulliðPÞ
(4)

In Equation (4),Q 0
i andQi are the original and probabilistically

calculated inputs to the neuron, respectively. Z 0 is the final neuron
after probabilistic selection. w is the weight parameter. r 0i is the
probability distribution state. b 0 is the bias value. In order to avoid

degradation of the network layers, the study improves the time
dilation convolution module by residual structure. The study leaves
the first dilation convolution layer untouched and uses the residual
structure for all the last three convolutions. Combining the above,
the study utilizes the posture estimation algorithm and convolu-
tional network to realize the feature extraction and data preproces-
sing of the walking pattern, which provides the database for the
subsequent mental state recognition.

B. PSYCHOLOGICAL STATE RECOGNITION AND
CRISIS PREVENTION BASED ON 3D FEATURE
AND INTEGRATED LEARNING

After extracting the obtained features of walking patterns in
different emotional states, the study applies them to the training
and learning of the model. Before that, it is necessary to determine
the features applicable to mental state recognition. The features
selected for the study include three types: spatio-temporal features,
joint kinematic features, and postural features. Among them, the
postural features include the human body corner box volume, the
angle feature, the distance feature, and the walking triangle area
feature. The human body edge box volume is calculated as shown
in Equation (5):

VBb = ðxmax − xminÞðymax − yminÞðzmax, zminÞ (5)

In Equation (5), VBb is the body boundary frame volume.
ðxmax, ymax, zmaxÞ is the maximum coordinate value of the skeletal
point in the three axes. ðxmin, ymin, zminÞ is the minimum coordinate
value of the skeletal point in the three axes. The included angle
feature is an important indicator of individual differences in
posture. By calculating the angles between each joint, the subtle
changes during walking can be accurately captured. The calcula-
tion method of the included angle feature is shown in Equation (6):

θij = arccos

� ðP1 − P2ÞðP3 − P2Þ
kP1 − P2kkP3 − P2k

�
(6)

In Equation (6), P1, P2, and P3 are the coordinates of the three
skeleton points involved in the pinched angle. θ1,2 is the value of
the pinched angle, the points P1 and P2 are the endpoints, and P3 is
the corner point. In addition to the pinch angle feature and the edge
box volume feature, the study uses the distance between specific
joints as an important indicator for recognizing emotions. The
triangle area feature, on the other hand, characterizes subtle
changes in walking patterns by calculating the area of triangles
formed by specific skeletal points. Two triangle area features are
chosen to characterize emotions. These are the triangle area
between the neck of the hand (Triangle 1) and the triangle area
between the foot and hip (Triangle 2). The study choose the
velocity of the right and left hands, the right and left feet, and
the head for a total of five joint points as spatio-temporal features.
For the kinematic features, the study used variable acceleration as
an indicator. The study takes the higher-order derivatives of the
acceleration to obtain the variable acceleration. The specific char-
acterization of triangle area, boundary frame volume, angle feature,
and distance feature is shown in Fig. 5.

Figure 5 shows that angular features are characterized by three
skeletal points. Distance features are calculated from skeletal points
of the lower body and reflect dynamic changes during walking. The
characteristics of the triangular area are as follows. Triangle 1 is
formed by the hand and neck of the upper limb. Triangle 2 is
formed by the foot and hip of the lower limb. The changes in their
areas reveal the influence of emotional fluctuations on gait. The
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study uses K-nearest neighbor (KNN), decision tree algorithm, and
support vector machine totaling three classifiers to classify the four
types of emotions. The KNN algorithm is simple and efficient and
is suitable for small sample datasets. Decision trees are easy to
understand and implement and can handle nonlinear relationships.
Support vector machines perform well when dealing with high-
dimensional data and can effectively distinguish different emotion
categories. The choice of these three classifiers can leverage the
strengths of each to improve the accuracy and robustness of
emotion recognition. This ensures stable recognition of emotional
states in different situations. Therefore, these three classifiers are
selected as the weak classifiers for ensemble learning in the study.
The ensemble learning strategy integrates their respective advan-
tages to optimize emotion recognition further. The data distribution
of each type of feature under the four types of emotions is shown
in Fig. 6.

In Fig. 6(a), in a happy emotional state, there is a significant
increase in the participants’ upper and lower limbmovement speed.
In Fig. 6(b), under the sad emotional state, the participants’
movement speed decreases and the amplitude of their movement
decreases accordingly. In Fig. 6(c), under the emotion of anger,
there is also a relative decrease in the triangular area of their
movements. In Fig. 6(d), under neutral emotion, all the metrics are
at relatively intermediate values. To improve the accuracy of
mental state recognition, the study ranks the various types of
features in terms of scores and then assigns weights. The study
utilizes the recognition results of various types of features and the
F-score method to rank the importance according to the random
forest. It is found that upper and lower limb velocity and variable
acceleration are ranked in the top two. According to the ranking
results, the weights of the six types of indicators are assigned as 1,
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0.8, 0.6, 0.4, 0.2, and 0.1 in turn. To improve recognition accuracy,
the study adopts adaptive boosting (AdaBoost), an integrated
learning algorithm, to integrate the classification results of the
three classifiers in order to obtain the final psychological state
recognition results. The specific integration process is shown
in Fig. 7.

In Fig. 7, the study calculates the weights of three weak
classifiers based on their classification errors. The specific calcula-
tion method is shown in Equation (7):

am =
1
2
log

1 − rm
rm

(7)

In Equation (7), rm is the classification error rate of the weak
classifier. m is the weak classifier serial number. Finally, the study
is provided to the corresponding teachers based on the identifica-
tion results. Within 1 month of the detection cycle, if the emotional
state of the same medical student shows more than 30% frequency
of sadness or more than 40% frequency of anger, the system marks
the student as an object of key concern and sends an early warning
message to the counselor or the relevant teaching department.

Collecting the walking patterns of medical students involves
issues such as privacy and data security. The research will intro-
duce anonymization processes and informed consent mechanisms
to ensure the legality and compliance of data collection. It will also
establish strict permissions for accessing data to prevent informa-
tion leakage. Meanwhile, regular ethical reviews are organized to
assess the risks and benefits of technology application and ensure
that students’ rights and interests are not infringed upon.

III. PERFORMANCE ANALYSIS OF
PSYCHOLOGICALSTATE IDENTIFICATION

AND CRISIS PREVENTION METHODS
COMBINED WITH WALKING PATTERNS

To test the performance of the psychological state identification
method proposed in the study and the effectiveness of its applica-
tion in psychological crisis prevention, the study designs a series of
experiments to analyze it.

A. PERFORMANCE ANALYSIS OF WALKING
PATTERN FEATURE EXTRACTION MODELS

To improve the feature extraction accuracy of the walking pattern, the
study obtains 2D information through 2D pose estimation and inputs
it into a 3D network to realize feature extraction. To test the

performance of the proposed feature extraction model, the study
compares it with the classical pose from orthography and scalingwith
iterations (POSIT) algorithm and OpenPose algorithm. The average
spatial error of each method for extracting the 3D coordinates of the
keypoints is compared. The variation of the error values of the three
methods under the training and test sets is shown in Fig. 8.

In Fig. 8(a), the investigated method decreases rapidly in the
first 20 iterations, stabilizes at the 50th iteration, and finally
stabilizes around 21.02 mm. Compared to the other two algorithms
that converge faster, its convergence value is lower. In Fig. 8(b), in
the test set, the research method finally converges to 21.54 mm,
which is significantly lower than the other two algorithms. It can be
concluded that the proposed method of the study is able to achieve
higher accuracy of attitude estimation with better convergence.

To determine the optimal dilation rate and the number of
convolutional layer channels, the study compares the mental state
recognition accuracy and average spatial error after applying the
feature extraction method by varying the values of these two
parameters. Meanwhile, the study uses the sensory field to charac-
terize the dilation rate. The results are shown in Fig. 9.

In Fig. 9(a), the recognition accuracy shows an increasing and
then decreasing trend with the increase in the receptive field when
the number of channels is 1024, and the average spatial error
reaches a minimum of 29.8 mm when the receptive field is 343,
which is the highest. It reaches the highest at a receptive field of
243, which is 92.6%. The average spatial error shows a gradual
decreasing trend and reaches the minimum value of 29.8 mm when
the receptive field is 343. In Fig. 9(b), with the increase in the
number of channels, the recognition accuracy gradually rises with
the increase in the number of sensing field of 243. When the
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number of channels exceeds 1024, the improvement of accuracy is
no longer obvious, while the average spatial error gradually
decreases. When the number of channels reaches 1024, the error
value is already low. Continuing to increase the number of channels
has a limited effect on the improvement of the error value.
Therefore, the optimal sensing field is 243, and the number of
channels in the convolutional layer is 1024.

B. PERFORMANCEANALYSISOFMENTALSTATE
RECOGNITION METHOD BASED ON INTEGRATED
LEARNING AND 3D FEATURE

To test the effectiveness of the proposed integrated learning
approach, the study compares it with three single weak classifiers
and compares the response times of the four in terms of receiver
operating curve (ROC), area under curve (AUC), and recognition
of the four emotional states. The results are shown in Fig. 10.

In Fig. 10(a), the AUC value of the integrated learning method
is 0.95. The AUC values of KNN, decision tree algorithm, and
support vector machine are 0.89, 0.90, and 0.87, respectively,
which are all smaller than that of the integrated learning method. In
Fig. 10(b), the response time of the integrated learning method is
only slightly higher than that of the weak classifier in the four
emotional state data, and the average value is only 0.25 s. It proves
that the integrated learning method has good real-time performance
while maintaining high recognition accuracy.

To test the effectiveness of the mental state recognition method
based on integrated learning and walking pattern analysis (Method
1) proposed in the study, the study compared it with the mental
state recognition method (Method 2) in literature [22], the mental
state recognition method (Method 3) in literature [23], the mental
state recognition method (Method 4) in literature [24], and the
mental state recognition method (Method 5) in literature [25]. The
changes in recognition accuracy of the five methods for the four
emotions under different data sizes are compared. The specific
results are shown in Fig. 11.

In Fig. 11, the recognition accuracy of all four emotions
decreases with the increase in the number of samples, and the
decrease of Method 1 is the smallest. In Fig. 11(a), the average
recognition accuracy of Method 1 reaches 90.25% for the happy
mood, while the average accuracy of the other four methods is
lower than 90%. In Fig. 10(b), the recognition accuracy curves of
Method 1 are higher than the other methods. In Fig. 10(c), the
average recognition accuracy of Method 1 reaches 91.03% under
the anger mood. In Fig. 11(d), the recognition accuracy of Method
1 remains higher than the other methods.
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Fig. 9. The change of recognition accuracy and error value under
different expansion rate and number of channels.
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To further verify the effectiveness of the proposed mental state
recognition method, the study introduces non-machine learning
methods for comparison. The study selects the traditional psycho-
logical questionnaire assessment (Traditional 1) and the

psychological assessment based on expert experience (Traditional
2) for comparison. The accuracy rate of emotion recognition,
response time, recall value, and root mean squared error
(RMSE) of several methods are studied and compared. The values
of the metrics are compared for two emotion states, positive and
negative emotions. Positive emotions include neutral and happy
emotions, and negative emotions include sad and angry emotions.
The results are shown in Table I.

As shown in Table I, Method 1 has the highest average
accuracy rate, reaching 95.63%. Meanwhile, it has the shortest
response time at 0.23 s. The recall value is 0.96 and the RMSE is
only 0.03. Compared with traditional methods, it has shown
significant improvement in the accuracy and efficiency of recog-
nizing emotions, especially positive ones. Although traditional
methods such as Tradition 1 and Tradition 2 are similar in some
respects, their overall performance is inferior and they take longer.

C. EFFECT OF PSYCHOLOGICAL STATE
IDENTIFICATION METHOD ON THE PREVENTION
OF PSYCHOLOGICAL CRISIS AMONG MEDICAL
STUDENTS

To test the effectiveness of the study’s proposed methods for
identifying psychological states in the prevention of psychological
crises among medical students, the study applies five methods to
classes of medical majors at Medical University A for a semester-
long follow-up experiment. Each method is applied to two classes,
and the study installs video surveillance in each class. The five
methods are also used to identify the emotional state of the students
in the surveillance video and provide early warning of psychologi-
cal crisis. The experiment lasts for 6 months, and the number of
warnings, warning accuracy, and warning response time of each
method are recorded during the experiment. In addition, self-
assessment and doctor’s assessment of the psychological state of
the students with crisis warning are conducted 6 months after the
experiment, and the improvement rate of the students after the
intervention is recorded. The results are shown in Table II.

In Table II, the method has the highest frequency of warnings
at 95 times and the highest accuracy of warnings at 91.48%. The
warning response time is relatively short at 9.05 hours. The
improvement rate after intervention is also the highest at
78.23%. Compared with other methods, it has a better psychologi-
cal crisis prevention effect and can help teachers find students’
psychological state abnormalities in time.

To further verify the practical application effect of the methods
proposed in the research, the number of missed early warnings, the
misclassification rate, and the delay rate of early warning interven-
tion of each method are recorded in the research. The early warning
delay rate is the proportion of cases in which more than 24 hours
elapse between the occurrence of a psychological crisis and the
issuance of an early warning. The results are shown in Table III.

As shown in Table III, Method 1 performs the best in terms of
the number of missed warnings, the misclassification rate, and the
delay rate of early warning intervention. On average, Method 1
only missed early warnings 0.5 times. The misclassification rate is
as low as 0.32%, and the delay rate of early warning intervention is
only 0.05%. Its superiority over other methods is further verified,
confirming its efficiency and reliability in preventing psychological
crises.

To further verify the effectiveness of the research using
walking patterns as features for emotion recognition, the study
compares it with recognition methods based on other signal
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Fig. 11. Comparison of emotion recognition effect of five methods.
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features. The comparison methods include recognition based on
facial expressions, recognition based on speech, and recognition
based on physiological signals. The comparison results are shown
in Table IV as follows.

In Table IV, the recognition method based on walking patterns
outperforms other methods in terms of accuracy, recognition time,
RMSE, and F1 score. The values of each index are 98.54%, 0.36 s,
0.03, and 0.98, respectively. This significantly improves the

Table I. Comparison of psychological recognition effect of each method

Project

Positive emotion Negative emotion

Accuracy
rate (%)

Response
time (s) Recall RMSE

Accuracy
rate (%)

Response
time (s) Recall RMSE

Method 1 95.84#*&^@$ 0.25#*&^@$ 0.96#*&^@$ 0.03#*&^@$ 95.43#*&^@$ 0.22#*&^@$ 0.95#*&^@$ 0.04#*&^@$

Method 2 91.06 0.31 0.91 0.09 91.00 0.30 0.92 0.08

Method 3 85.46 0.40 0.84 0.16 85.67 0.41 0.81 0.15

Method 4 89.15 0.36 0.87 0.12 89.23 0.37 0.86 0.11

Method 5 87.06 0.38 0.85 0.14 87.46 0.39 0.84 0.13

Tradition 1 90.58 120.43 0.90 0.08 90.47 122.33 0.89 0.09

Tradition 2 90.36 45.33 0.91 0.09 90.12 46.47 0.90 0.08

Note: In Table I, # indicates that the difference between the results of Method 1 and Method 2 is significant (p< 0.05). * indicates that there is a significant difference in the
results betweenMethod 1 andMethod 3 (p< 0.05). & indicates that there is a significant difference in the results betweenMethod 1 andMethod 4 (p< 0.05). ^ indicates that
the difference between the results of Method 1 and Method 5 is significant (p< 0.05). @ indicates that there is a significant difference in the results between Method 1 and
Traditional 1 (p< 0.05). $ indicates that there is a significant difference in the results between Method 1 and Traditional 2 (p< 0.05).

Table II. Comparison of the application effects of the five methods in the prevention of psychological crisis of medical students

Project

Class 1 Class 2

Warning
frequency

Warning
accuracy

(%)

Warning
response time

(h)
Recovery
rate (%)

Warning
frequency

Warning
accuracy

(%)

Warning
response time

(h)
Recovery
rate (%)

Method 1 95 91.47 9.04 78.23 94 91.49 9.06 78.23

Method 2 92 82.46 10.28 70.11 92 82.35 10.26 70.08

Method 3 78 75.14 14.13 60.20 77 75.26 14.37 60.39

Method 4 88 80.00 11.85 68.15 89 80.11 11.90 67.94

Method 5 85 78.34 12.29 65.82 84 78.45 12.33 95.78

Note: The accuracy of early warning refers to the proportion of real psychological crisis in early warning. Early warning response time refers to the time from the early
warning to the intervention of professionals. Post-intervention recovery rate refers to the proportion of students’ mental state improved after intervention measures.

Table III. The error analysis results during the practical application of each method

Project

Class 1 Class 2

Number of
missed
warnings

Misclassification
rate (%)

Early warning
intervention delay

rate (%)

Number of
missed
warnings

Misclassification
rate (%)

Early warning
intervention delay

rate (%)

Method 1 0 0.35 0.04 1 0.28 0.05

Method 2 2 0.58 0.11 3 0.62 0.10

Method 3 6 1.23 0.20 7 1.22 0.19

Method 4 4 0.77 0.13 5 0.80 0.14

Method 5 6 1.02 0.16 6 0.99 0.17

Table IV. Comparison of recognition accuracy based on different signal features

Project Recognition accuracy rate (%) Identify time (s) Root mean square error F1 score

Walking mode 98.54 0.36 0.03 0.98

Facial expression 90.77 0.63 0.11 90.15

Voice 94.14 0.45 0.05 0.93

Physiological signal 92.63 0.57 0.08 0.92
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efficiency and accuracy of emotion recognition and verifies the
effectiveness and superiority of the walking pattern as an emotion
recognition feature.

IV CONCLUSION
To assist schools to pay real-time attention to the psychological
state of medical students and carry out psychological crisis pre-
vention in a timely manner, the study proposed a method for
recognizing the psychological state of medical students and pre-
venting psychological crises based on walking pattern analysis and
integrated learning. The method took the walking pattern of
students as the emotion recognition feature and combined inte-
grated learning to realize the psychological state recognition.
Moreover, it provided timely crisis warning according to the
recognition results. The experimental results indicated that the
average spatial error convergence value of the proposed walking
pattern feature extraction method during training was only
21.02 mm. Compared to other methods, the error value was
significantly lower and the convergence speed was faster. The
integrated learning method was compared to a single weak classi-
fier. Its AUC value reached 0.95, and the response time was only
0.25 s, which was able to maintain high classification performance
with high computational efficiency. The recognition accuracy of
Method 1 reached 95.63%, which was significantly higher than
other mental state recognition methods. Moreover, its response
time was only 0.23s, which was lower than other methods. In
practical application, the accuracy rate of psychological crisis
warning of the proposed method reached 91.48%. Furthermore,
after the experiment, the psychological intervention effect of the
warned students was the best, and the improvement rate of the
psychological state reached 78.23% after the intervention. In
summary, the method proposed in the study was effective in
helping teachers to understand the psychological state of their
students and intervening in a timely manner. The current study only
categorized the psychological state into four types of emotions.
There are still challenges in the real-world implementation, such as
data privacy and model bias. In future research efforts, it is
necessary to strengthen data encryption and privacy protection
measures to reduce model bias and improve the generalization
ability of the model. This can adapt to more complex and changing
realities and ensure the safety and effectiveness of psychological
crisis prevention systems. In current research, only four emotions
are classified into psychological states. However, in real life,
students’ psychological states are more complex. Subsequent
research could consider broadening the categories of emotions
to include anxiety, stress, and fear.

Through systematic training, educators and mental health
professionals can master the model operation process and data
analysis methods. It regularly collects students’ walking data and
uses models to analyze their psychological state in order to identify
potential crises in a timely manner. Based on the early warning
results, workers or professionals can formulate personalized psy-
chological intervention plans. Additionally, it is recommended that
an interdisciplinary cooperation mechanism be established to
incorporate the insights of experts from various fields, including
psychology, education, and computer science.

This method aligns with mental health strategies in higher
education and the global framework. It emphasizes prevention and
early intervention and is consistent with the concept of proactive
care advocated by international mental health organizations.
Through real-time monitoring and precise early warnings, it

effectively supplements the existing mental health service system.
It enhances the overall efficiency of the campus psychological
support system and provides strong technical support for imple-
menting the global mental health strategy.

CONFLICT OF INTEREST STATEMENT
The authors declare that they have no conflicts of interest to report
regarding the present study.

REFERENCES

[1] L. Hickman, R. Saef, V. Ng, S. E. Woo, L. Tay, and N. Bosch,
“Developing and evaluating language‐based machine learning algo-
rithms for inferring applicant personality in video interviews,”
Human Resource Manag. J., vol. 34, no. 2, pp. 255–274, 2024.

[2] D. Dow et al., “The brief observation of symptoms of autism
(BOSA): development of a new adapted assessment measure for
remote telehealth administration through COVID-19 and beyond,” J.
Autism Develop. Disorders, vol. 52, no. 12, pp. 5383–5394, 2022.

[3] M. Kumar, K. Bajaj, B. Sharma, and S. Narang, “A comparative
performance assessment of optimized multilevel ensemble learning
model with existing classifier models,” Big Data, vol. 10, no. 5,
pp. 371–387, 2022.

[4] Y. Akkem, B. S. Kumar, and A. Varanasi, “Streamlit application for
advanced ensemble learning methods in crop recommendation sys-
tems – a review and implementation,” Indian J. Sci. Technol., vol. 16,
no. 48, pp. 4688–4702, 2023.

[5] M. Pellert, C M. Lechner, C. Wagner, B. Rammstedt, and M.
Strohmaier, “Ai psychometrics: assessing the psychological profiles
of large language models through psychometric inventories,” Per-
spect. Psycholog. Sci., vol. 19, no. 5, pp. 808–826, 2024.

[6] M. I. H. Nayan et al., “Comparison of the performance of machine
learning-based algorithms for predicting depression and anxiety
among University Students in Bangladesh: A result of the first
wave of the COVID-19 pandemic,” Asian J. Social Health Behav.,
vol. 5, no. 2, pp. 75–84, 2022.

[7] A. P. Christensen, L. E. Garrido, K. Guerra-Peña, and H. Golino,
“Comparing community detection algorithms in psychometric net-
works: a Monte Carlo simulation,” Behav. Res. Methods, vol. 56, no.
3, pp. 1485–1505, 2024.

[8] B. Bennemann, B. Schwartz, J. Giesemann, and W. Lutz, “Predicting
patients who will drop out of out-patient psychotherapy using
machine learning algorithms,” Br. J. Psychiatry, vol. 220, no. 4,
pp. 192–201, 2022.

[9] G. Malatesta, V. Manippa, and L. Tommasi, “Crying the blues: the
configural processing of infant face emotions and its association with
postural biases,” Attent. Percept. Psychophys., vol. 84, no. 5,
pp. 1403–1410, 2022.

[10] M. A. Mahfoudi, A. Meyer, T. Gaudin, A. Buendia, and S. Bouakaz,
“Emotion expression in human body posture and movement: a survey
on intelligible motion factors, quantification and validation,” IEEE
Trans. Affective Comput., vol. 14, no. 4, pp. 2697–2721, 2022.

[11] D. N. Albohn, J. C. Brandenburg, K. Kveraga, and R. B. Adams Jr.,
“The shared signal hypothesis: facial and bodily expressions of
emotion mutually inform one another”, Attent. Percept. Psychophys.,
vol. 84, no. 7, pp. 2271–2280, 2022.

[12] Z. Yu Meng, L. Zhen, L. Ting Ting, W. Yuan Yi, and C. Yan Jie,
“Affective-pose gait: perceiving emotions from gaits with body pose
and human affective prior knowledge,” Multimedia Tools Appl.,
vol. 83, no. 2, pp. 5327–5350, 2024.

10 Luyao Sun et al.

(Ahead of Print)



[13] P. S. Nethravathi and P. S. Aithal, “Real-time customer satisfaction
analysis using facial expressions and head pose estimation,” Int. J.
Appl. Eng. Manag. Lett. vol. 6, no. 1, pp. 301–312, 2022.

[14] A. Thakkar and R. Lohiya, “Attack classification of imbalanced
intrusion data for IoT network using ensemble-learning-based deep
neural network,” IEEE Internet Things J., vol. 10, no. 13, pp. 11888–
11895, 2023.

[15] X. Chen et al., “Consumer shopping emotion and interest database: a
unique database with a multimodal emotion recognition method for
retail service robots to infer consumer shopping intentions better than
humans,” J. Electron. Imaging, vol. 31, no. 6, pp. 61807–61807,
2022.

[16] J. Folz, D. Fiacchino, M. Nikolić, H. van Steenbergen, and M. E.
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