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Abstract: This research aims to explore the role of interpretability in increasing user trust in artificial intelligence (Al) systems
through tools such as Shapley Additive Explanations (SHAP) and Local Interpretable Model-agnostic Explanations (LIME). The
study stands out with its approach of comparing the effectiveness of two popular interpretability techniques in bringing
transparency to deep learning models, particularly in high-risk applications such as health and finance. The research method
involves applying the interpretability tools to Al models and evaluating user confidence and perception of transparency using
feature visualization. Results show that interpretability has been significant in increasing user confidence, with SHAP excelling in
providing global interpretation and LIME providing clarity on specific predictions. Visualizations proved effective for
nontechnical users in understanding model decisions, although computational efficiency challenges remain, especially with
SHAP. In conclusion, interpretability supports the ethical use of Al by increasing accountability and accessibility, and it
demonstrates the importance of selecting interpretability tools based on context and user needs. The results provide practical
direction for Al developers in integrating interpretability from the design stage to ensure transparency and reliability.
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I. INTRODUCTION

Artificial intelligence (AI) and deep learning have emerged as pivotal
technologies across various sectors, transforming how this study
approaches complex challenges in healthcare, finance, and security
[1]. With Al systems increasingly embedded in high-stakes applica-
tions, their reliability and accuracy have become critical [2]. Many
fields now depend on Al to make important decisions, from diag-
nosing diseases to predicting market trends [3]. Such reliance on Al
underscores the need for these systems to operate transparently and
consistently [4]. However, the advanced nature of deep learning
models often results in a “black box™ effect, where the decision-
making process becomes opaque [5]. This opacity has led to a
growing concern among researchers and practitioners about the
trustworthiness of Al predictions [6]. Studies indicate that users
feel uncertain about relying on Al when they cannot understand its
decision processes (Garcia, 2021). Hence, enhancing transparency in
Al has been essential to foster greater confidence among users [7].
Addressing these transparency issues in Al models could lead to
broader acceptance and safer deployment [8]. This study specifically
focuses on advancing interpretability in deep learning, aiming to
bridge the gap between Al technology and human understanding. A
fundamental challenge in deep learning models lies in their inherent
complexity, which makes the reasoning behind their decisions
difficult to discern [9,10]. Unlike simpler statistical models, deep
learning involves numerous interconnected layers, each contributing
to an output that has been hard to interpret [11]. This complexity
creates a barrier to understanding, especially for nonexperts or end-
users relying on these models [12]. As a result, users have often been
left with limited insights into why a specific outcome has been
generated, reducing trust in the system [13]. Recent studies have
highlighted the risks associated with using deep learning models in
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areas where interpretability has been crucial, such as healthcare
[14,15]. Trust issues arise because users have been naturally hesitant
to rely on opaque systems for decisions impacting lives and finances
[16]. Even experts find it challenging to explain the rationale behind
these models, further complicating trust issues [17] [3] improving
model transparency has been critical for ensuring reliable
Al deployment. This research contributes to these efforts by exam-
ining interpretability techniques that do not compromise model
performance [18]. By addressing the opacity issue, this study
aims to enhance user confidence in Al applications across critical
domains.

Interpretability has become central to efforts aimed at making
Al systems more transparent and fostering user trust [19]. When
users understand the reasoning behind Al decisions, they have been
more likely to accept and rely on these technologies [18]. Interpret-
ability can significantly affect user confidence, as it allows users to
feel that the technology has been operating in a comprehensible and
predictable manner [20-22]. This understanding has been essential
for fields like healthcare, where trust in Al has been directly linked
to patient outcomes and safety [21] [22]. Research has shown that
lack of interpretability can lead to skepticism and reduced usage,
even when the model’s predictions have been highly accurate [23].
Interpretability, therefore, functions as a bridge between complex
Al models and the end users who rely on them [24]. Moreover,
interpretability aids in ethical Al development, ensuring that
decisions can be audited and evaluated for fairness [25]. Such
transparency has been crucial in maintaining public trust, espe-
cially as Al continues to permeate sensitive applications [26]. This
study focuses on interpretability as a key solution for enhancing
trust in Al systems, particularly in high-impact sectors [27]. By
exploring how interpretability fosters user confidence, this research
aims to address the critical need for trustworthy Al solutions.

Despite recent advancements, research on interpretability in
Al has yet to fully address the balance between transparency and
performance [28]. Many existing methods either focus on model
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transparency or rely on post hoc explanations, each with inherent
limitations [29]. Transparency approaches often compromise accu-
racy, leading to models that have been simpler but less effective in
complex tasks [30]. Conversely, post hoc explanations can provide
insight but fail to offer a clear understanding of the entire model’s
operation [31]. This disconnect indicates a need for methods that
provide both interpretability and reliable model performance [32].
For instance, [33,34] found that many interpretability techniques
have been difficult for practitioners to apply effectively. Our study
responds to this gap by proposing an approach that aims to optimize
interpretability without sacrificing accuracy [35]. By advancing
these interpretability methods, this research provides a balanced
framework that serves both technical and user needs [36]. Bridging
this gap has been essential for realizing AI’s potential in high-
stakes decision-making contexts.

Improving clarity in Al decision-making has not been merely a
technical challenge but a pressing socio-ethical responsibility [37].
In critical applications, decisions must be understandable to avoid
harmful consequences stemming from misunderstandings [7]. As
public awareness of Al grows, there has been increasing demand
for systems that operate transparently and accountably [3]. Lack of
clarity can result in severe repercussions, particularly in sectors
where decisions impact individual lives [38]. Moreover, research-
ers have found that clear Al decision-making aligns with ethical
principles by promoting fairness and reducing bias [39]. Studies
from recent years underscore the public’s desire for trustworthy Al
systems that foster clarity and accountability [40]. The demand for
transparency reflects a broader societal expectation for responsible
technology use [41]. This paper’s focus on Al clarity and trust has
been an essential response to this societal need, targeting the
development of models that communicate outcomes transparently
[2]. Addressing these aspects has been critical to ensure Al has
been utilized ethically and effectively across industries [42]. This
research supports the ethical imperative for clarity, contributing to
the discourse on responsible Al practices. Given these considera-
tions, this study aims to investigate interpretability in deep learning
models as a means to enhance both Al trust and clarity. The
objectives of this research have been twofold: to propose a
balanced interpretability approach that maintains accuracy and
to analyze its impact on user trust. This study hypothesizes that
enhanced interpretability will contribute to improved trust and
clarity, making AI systems more accessible and acceptable. The
research employs a systematic methodology, focusing on the
intersection of performance and interpretability in deep learning
[43,44]. This article has been organized into seven sections,
beginning with this introduction and followed by a literature review
examining previous work on Al interpretability. The methods
section outlines the research design, data sources, and tools
used to evaluate interpretability and clarity. The results and dis-
cussion sections then present the study’s findings and analyze their
implications for future AI applications. Finally, the conclusion
reflects on the study’s contributions, proposing pathways for
continued research in this area. By addressing both technical
and ethical dimensions of interpretability, this study seeks to offer
valuable insights to researchers and practitioners. This research
ultimately aims to contribute to the development of more transpar-
ent, trustworthy Al systems that meet societal and industry de-
mands for clarity. The literature on interpretability in Al highlights
significant advancements and ongoing challenges. Many methods
exist, from SHAP and Local Interpretable Model-agnostic Expla-
nations (LIME) to hybrid models, each with unique strengths and
limitations [45]. However, issues such as computational cost, user

accessibility, and the interpretability-performance trade-off persist.
Furthermore, the field lacks consensus on best practices for apply-
ing interpretability in high-stakes environments. There has been a
clear need for research focused on creating methods that balance
accuracy, transparency, and usability. This study in [46] argues that
guidelines tailored to specific applications would be beneficial. [47]
Future research should also explore the ethical implications of
interpretability, especially in sectors like healthcare and finance.
Addressing these research gaps will help standardize interpretabil-
ity practices across industries. The study in [48] contributes to these
discussions by proposing methods that enhance trust and clarity in
Al applications. Such insights have been essential for developing
Al that has been both innovative and responsible.

Il. LITERATURE REVIEW
A. OVERVIEW OF INTERPRETABILITY IN Al

Interpretability in Al refers to the extent to which human users can
understand and trust model outcomes [46]. In recent years, there
has been a surge in studies exploring interpretability, largely due to
its importance in applications where transparency has been critical
[5,49]. The interpretability aids in model adoption, especially in
sectors requiring regulatory compliance, such as finance and
healthcare and interpretability also plays a role in ethical Al
development, reducing biases and fostering accountability [50].
However, there has been a delicate balance between enhancing
interpretability and maintaining model accuracy, which remains a
central challenge [1]. Several methods for interpretability have
been proposed, including feature importance rankings and surro-
gate models that provide simpler approximations. The interpret-
ability methods should be accessible to nonexperts to maximize
their real-world utility. Interpretability has therefore emerged as
both a technical and ethical concern in Al research [51]. This
overview sets the foundation for examining specific interpretability
techniques and their effectiveness [8]. Understanding these ap-
proaches has been crucial for developing trustworthy Al systems
that have been both accurate and comprehensible to users.

B. THE ROLE OF INTERPRETABILITY
TECHNIQUES

Interpretability techniques can be broadly categorized into model-
agnostic and model-specific methods [52]. Model-agnostic ap-
proaches, like Shapley Additive Explanations (SHAP), have
been flexible and applicable to various types of models, enhancing
interpretability without compromising model integrity [45]. On the
other hand, model-specific techniques have been designed for
particular algorithms, such as decision trees, which inherently
offer more interpretability than deep learning models [53].
SHAP, for instance, has been widely adopted due to its mathemat-
ical robustness and clear explanation of feature importance [54].
However, [55] critique that SHAP and similar methods can still be
too complex for lay users. To bridge this gap, researchers have
explored simplifying interpretability outputs, making them more
intuitive [45]. Some studies have introduced visual-based interpret-
ability techniques, aiming to facilitate understanding through
interactive plots and diagrams [54]. These techniques allow users
to explore the data and model behavior more deeply, improving
trust in the system [2]. Understanding the distinctions and applica-
tions of these interpretability techniques has been essential to
selecting the right method for specific Al applications [56]. This
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discussion highlights the necessity of both flexibility and simplicity
in interpretability tools to meet diverse user needs.

C. RECENT ADVANCEMENTS IN MODEL
INTERPRETABILITY

Over the past few years, advancements in interpretability tech-
niques have sought to address the limitations of earlier models
[52]. One prominent development has been in post hoc interpret-
ability methods, which analyze and explain a model after training,
thus not impacting performance [57]. Techniques like LIME
allow users to approximate complex models with simpler ones,
providing interpretable insights [54]. Despite its popularity,
LIME has faced criticism for inconsistencies in explanations
when applied to different datasets [55]. This inconsistency can
affect user trust, especially in applications requiring high reli-
ability. Some researchers have focused on interpretability in
neural networks, developing visualization tools that illustrate
how features have been weighted and processed. [55] have
worked on hybrid models that incorporate interpretable layers
within deep networks, balancing complexity with clarity. This
hybrid approach represents a significant shift, suggesting that
interpretability does not always require sacrificing model com-
plexity [58]. Such advancements underscore the potential for
interpretability to evolve alongside deep learning, supporting
more transparent and trustworthy Al applications. These methods
have broadened the scope of interpretability, opening new possi-
bilities for Al deployment in sensitive sectors.

Interpretability has been particularly essential in high-stakes
applications, where decisions directly impact human lives fields
such as healthcare, autonomous driving, and finance require Al
systems that have been both accurate and interpretable. In health-
care, interpretability enables clinicians to understand Al recom-
mendations, thus improving patient outcomes and treatment
adherence [59]. The interpretable Al enhances diagnostic accuracy
in radiology by allowing doctors to validate Al-driven conclusions.
Similarly, in finance, interpretability has been fundamental for risk
assessment, enabling stakeholders to make informed decisions
based on clear model insights, without interpretability, there has
been a risk of blind reliance on Al, leading to potential biases and
errors. The high-stakes Al systems must prioritize transparency to
ensure ethical and responsible usage. This focus on interpretability
in sensitive domains illustrates its importance in fostering safe and
ethical Al deployment. Consequently, enhancing interpretability in
such applications has been a primary focus of contemporary Al
research.

Interpretability has been increasingly recognized for its ethical
implications, as it promotes fairness, accountability, and transpar-
ency in Al [28]. When AI models have been interpretable, it
becomes easier to audit and assess for potential biases, thus
improving equity in outcomes. Bias in Al can lead to unfair
treatment of certain groups, an issue that interpretability helps
mitigate by making model decisions more accessible [60]. The
interpretability could have prevented several cases of algorithmic
bias in predictive policing. Furthermore, interpretability aligns with
the concept of accountable Al, where developers and users have
been responsible for Al outcomes. The interpretability thus bridges
the gap between technical advancements and ethical standards.
This connection between ethics and interpretability highlights the
dual technical and moral responsibilities of Al developers. Such
ethical considerations make interpretability an indispensable com-
ponent of responsible Al
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User trust in Al has been closely linked to the interpretability
of models, as understandable Al fosters greater confidence. Trust in
Al systems has been vital, particularly in applications where end-
users may have limited technical knowledge [25]. Research de-
monstrates that users have been more likely to rely on Al when they
can understand the decision-making process [29]. For example, in
consumer-facing applications, interpretability can make users feel
in control of the technology, enhancing overall satisfaction [25]. [7]
found that interpretability significantly improves user engagement
in digital platforms by making interactions more transparent.
However, complex interpretability methods can backfire if they
have been too challenging for users to comprehend.

D. LIMITATIONS OF CURRENT
INTERPRETABILITY TECHNIQUES

Despite progress, current interpretability techniques have limita-
tions that hinder their effectiveness. Techniques like LIME and
SHAP, while popular, can produce inconsistent results depending
on the dataset and model complexity [54]. Such variability can
reduce the reliability of interpretability, making users skeptical of
model explanations [54]. Furthermore, many interpretability meth-
ods have been resource-intensive, requiring substantial computa-
tional power. This limitation has been particularly challenging for
smaller organizations with limited resource. This focus will ensure
interpretability techniques have been both practical and widely
applicable. A recurring issue in interpretability research has been
the trade-off between interpretability and model performance [55]
Many interpretability techniques simplify models to enhance clar-
ity, which can compromise their accuracy (Chen, 2020). For
instance, linear models have been easier to interpret but may
lack the predictive power of complex neural networks (Martinez
et al.,2022). The development of hybrid models with interpretable
layers has been an emerging solution that seeks to preserve
accuracy. [59] have tested these models in healthcare, finding
that they improve both clarity and accuracy. However, optimizing
interpretability and performance remains an ongoing challenge in
the field. Understanding this trade-off has been crucial for practical,
high-performance Al applications.

lll. METHODS

This research uses a comparative experimental method to evaluate
how two interpretability tools—SHAP and LIME—enhance trans-
parency and trust in deep learning models. The goal is to measure
both the technical performance of these tools and their impact on
user perception. This research adopts a quantitative approach,
systematically evaluating interpretability in deep learning models
to assess its effect on user trust and clarity [44,51,59,61]. By
combining model-agnostic and model-specific interpretability
tools, this study provides insights into each tool’s strengths and
limitations, allowing for comparative analysis to guide practical
applications [2,54]. Data are sourced from multiple Al models
across sectors like healthcare and finance, trained on publicly
available datasets to ensure replicability. The data included model
outputs, interpretability scores, and user trust ratings gathered
through surveys with participants of varying expertise levels,
allowing for diverse perspectives. SHAP and LIME are employed
to provide both global and local interpretability, and visual aids like
heat maps facilitated user understanding [55]. These tools are
chosen due to their widespread use and effectiveness, despite
the computational demands that limit their real-time applicability
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in some settings [45,55]. Ethical considerations emphasize trans-
parency, user consent, and data privacy, with limitations noted
regarding computational demands and tool adaptability for varying
user expertise. The study’s methodology aims to offer valuable
insights for integrating interpretability into Al practices, promoting
responsible and trustworthy Al deployment [53,62].

A. MODEL DEVELOPMENT

We trained deep learning models, including convolutional neural
networks (CNNs) and multilayer perceptrons (MLPs), using pub-
licly available datasets from the healthcare and finance domains.
These domains were chosen due to their high demand for reliable
and explainable Al systems. The models were built and evaluated
using Python and relevant machine learning libraries.

B. APPLICATION OF INTERPRETABILITY TOOLS

After training, the models were analyzed using two popular
interpretability methods:

1. SHAP: Used to provide global explanations, highlighting
overall feature importance across the entire dataset.

2. LIME: Applied to give local explanations for individual
predictions.

Both tools were selected because of their proven effectiveness
in Al explainability research. Visualizations such as feature impor-
tance heatmaps and local explanation charts were generated to
support user comprehension.

C. USER STUDY AND DATA COLLECTION

Figure 1 shows that, a user study involving 60 participants was
conducted to evaluate how interpretability affects user trust. The
participants, including both technical and nontechnical users, were
shown AI model predictions with SHAP and LIME explanations.
Each participant was asked to rate: clarity of the explanation, trust
in the Al decision, and willingness to use the Al system in real-
world scenarios.

A Likert scale was used to gather responses, and the data were
analyzed quantitatively to identify patterns in trust and usability.

D. ETHICAL CONSIDERATIONS

Figure 2 shows that, the study followed ethical research practices:
All participants gave informed consent. All datasets were anon-
ymized and publicly available. The research emphasized
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Fig. 2. SHAP feature importance for heart disease prediction.

transparency, data privacy, and responsible Al use. This method-
ology allows a structured comparison between SHAP and LIME
and offers practical insights into how interpretability tools can
enhance user confidence in Al systems without sacrificing model
performance.

IV. RESULTS

A. OVERVIEW OF MODEL INTERPRETABILITY
OUTCOMES

The analysis shows that interpretability techniques improve under-
standing of model behavior across applications. By applying SHAP
and LIME to different AI models, we have observed how each
feature contributed to predictions, enhancing clarity for end users.
SHAP, in particular, provides comprehensive insights through
feature importance rankings, highlighting key data variables that
drove decision-making processes. LIME’s localized explanations
offered detailed insights into individual predictions, making it
useful for case-by-case interpretability.

Users reported that these interpretability tools clarified the
models’ decision logic, thus increasing trust. The results indicate
that model interpretability can indeed impact user acceptance by
making Al more transparent. Feedback from users suggested
that, while interpretability has been valuable, it should be
balanced with usability to avoid overwhelming non-expert users.
In cases where interpretability has been low, users expressed
lower confidence, emphasizing the link between understanding
and trust. These findings underscore the effectiveness of
interpretability tools in making AI models accessible to a broader
audience. Overall, the study reveals that interpretability signifi-
cantly contributes to the usability and trustworthiness of Al
models.

B. PERFORMANCE OF SHAP IN ENHANCING
INTERPRETABILITY

Table I shows that, the SHAP tool demonstrated strong interpret-
ability, particularly in complex models like convolutional neural
networks (CNNs). SHAP’s feature importance scores allowed
users to visualize the influence of each input variable on the
model’s output, making the decision process more transparent.
This feature importance visualization has been especially
beneficial for users in high-stakes fields, such as healthcare, where
model transparency has been essential. SHAP provided consistent,
reliable explanations across various models, showing minimal
variability in interpretability outcomes. In terms of user trust,
SHAP’s explanations were rated highly, with users expressing
greater confidence in model outputs they could understand. The
interpretability results were particularly strong in classification
tasks, where SHAP highlighted significant features that aligned
well with domain knowledge. SHAP’s approach effectively bal-
anced interpretability and accuracy, as no significant reduction in
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Table . Interpretability tools—quantitative comparison

Tool Model Type Avg. Trust Score (1-5) Accuracy (%) Interpretability Score Time Per Explanation (s)
SHAP CNN 4.3 88.6 High 12.4

LIME CNN 3.9 88.6 Moderate 5.2

Source: The Result Data, 2025.

model performance has been observed. Users also appreciated the
ability to see model decisions visually, as this helped demystify
complex output. Feedback indicated that SHAP’s visual clarity
enhanced both understanding and usability, making it a preferred
tool among participants. These findings suggest that SHAP can be
instrumental in building trust in Al systems by improving interpret-
ability without compromising accuracy.

C. EFFECTIVENESS OF LIME IN PROVIDING
LOCALIZED INTERPRETABILITY

LIME proved effective in delivering localized explanations, which
clarified individual model predictions. By focusing on specific
instances, LIME allowed users to gain insights into why particular
outcomes occurred, providing a case-by-case interpretability
approach. This localized focus has been particularly useful in
applications requiring precise, context-dependent explanations,
such as fraud detection. Users found LIME’s explanations helpful
for understanding anomalies or unexpected predictions, which
have been critical in complex systems. However, feedback re-
vealed that LIME’s explanations could vary slightly across
repeated runs, which some users found confusing. Despite this
variability, LIME has been rated highly for its usability, as users
appreciated its straightforward, interpretable outputs. LIME’s flex-
ibility in adapting to different data points added value by offering
insights into specific cases, rather than a general overview. How-
ever, its localized nature sometimes limited users’ ability to
understand the model holistically, highlighting a trade-off between
local and global interpretability (Choi, 2023). Users with technical
expertise found LIME particularly useful, but non-expert users
required additional guidance to fully interpret its results. Overall,
LIME provided valuable interpretability at the instance level,
supporting model understanding on a granular scale.

D. USER TRUST AND PERCEPTION OF MODEL
INTERPRETABILITY

Figure 3 shows that, the study found a clear correlation between
interpretability and user trust, with interpretability tools like SHAP
and LIME significantly enhancing confidence in Al systems. Users
reported higher trust levels when they could understand model
predictions, especially in applications where transparency has been
crucial. SHAP’s global interpretability has been particularly well-
received, as it provided a broad overview that helped users
comprehend general model behavior. LIME’s localized explana-
tions also increased trust, particularly in cases where users needed
clarity on specific predictions. This trend has been consistent across
user backgrounds, although technical users showed a preference for
more detailed interpretability outputs.

The data showed that trust levels dropped when interpretability
has been low, reinforcing the need for accessible Al systems. Users
noted that interpretability directly influenced their comfort in
relying on Al for critical decisions. Feedback emphasized that
trust in Al has been not just about accuracy but also about
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transparency and accountability. Interpretability tools thus play
a critical role in fostering trust, bridging the gap between complex
model behavior and user understanding. These results highlight
interpretability as a cornerstone for trustworthy Al applications.

E. COMPARATIVE PERFORMANCE ACROSS
DIFFERENT Al MODELS

The interpretability performance of SHAP and LIME varied
slightly across different models, with each tool offering unique
advantages depending on the application. SHAP has been particu-
larly effective with CNNs, providing clear insights into feature
importance. In contrast, LIME excelled in simpler models, where
its localized explanations could be applied directly without exces-
sive computational overhead. Feedback from users indicated that
SHAP’s global interpretability worked best for high-complexity
tasks, while LIME’s instance-specific approach suited applications
with focused, case-based explanations. The study revealed that
both tools struggled slightly with recurrent neural networks
(RNNs), as these models rely on sequential data that has been
challenging to interpret. However, users found that the visualiza-
tion of interpretability scores helped clarify predictions in both
CNNs and RNNs. SHAP and LIME provided relatively consistent
performance in classification models, while results in regression
models varied. These findings suggest that model type should
guide interpretability tool selection, optimizing for both clarity and
efficiency. By tailoring tools to model characteristics, practitioners
can enhance interpretability outcomes across different Al applica-
tions. This comparative analysis emphasizes the importance of
matching interpretability tools to specific model types for optimal
results.

Table II shows that, the application of SHAP and LIME
significantly enhanced model transparency. SHAP’s global
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Table Il. Performance comparison of SHAP and LIME

Tool Global Interpretability Local Interpretability Avg. Trust Increase Suitable for
SHAP High Moderate 35% CNN, complex models
LIME Moderate High 28% Tabular, simpler models

Source: The Result Data, 2025.

interpretation helped identify key features influencing predictions,
while LIME provided detailed case-specific insights. Survey re-
sults from 52 participants showed a 35% increase in trust for SHAP
and 28% for LIME.

F. VISUALIZATION TOOLS AND USER
UNDERSTANDING

Figure 5 shows that, the incorporation of visualization tools
significantly improved user understanding of Al models by sim-
plifying complex data insights. SHAP’s feature importance heat
maps and LIME’s local explanation visualizations helped users
grasp the underlying decision-making logic. Users reported that
these visuals made it easier to see the relationships between input
features and predictions, thus enhancing interpretability. Visuali-
zation has been particularly effective for nontechnical users, who
found the graphical representation of interpretability scores more
accessible than numerical outputs. Feedback indicated that these
tools enabled a deeper engagement with the model, as users could
interact with the visuals to explore different outcomes. Visual aids
were especially useful in applications with complex data structures,
where textual explanations alone were insufficient. Despite these
benefits, some users suggested that simpler visual layouts could
further enhance usability, particularly for beginners. The study
highlights that visualization plays a crucial role in interpretability,
as it transforms abstract model insights into tangible, understand-
able formats. By integrating interpretability with visualization, Al
systems become more user-friendly and transparent. These results
affirm that visualization has been an essential component of
effective interpretability in Al. One of the key findings relates
to the computational demands of SHAP and LIME, with each tool
exhibiting unique resource requirements. SHAP has been noted to
be computationally intensive, especially with large datasets, which
limited its practicality in some cases. LIME, while more light-
weight, required repeated sampling to generate explanations,
which added to its processing time. The study revealed that
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SHAP’s resource demands could be a drawback in applications
with limited computational power. However, in high-stakes sce-
narios where interpretability has been essential, users found
SHAP’s computational trade-offs acceptable. LIME has been
favored for rapid assessments, as it provided interpretable outputs
faster, albeit with occasional variability. The balance between
interpretability and computational cost emerged as a critical con-
sideration in tool selection. By understanding the computational
requirements of each tool, practitioners can better manage re-
sources in practical applications. This study suggests that while
both tools enhance interpretability, their computational profiles
should align with the specific needs of the task. The findings
emphasize the importance of efficiency in deploying interpretabil-
ity tools in real-world Al

Visual tools like SHAP summary plots and LIME’s local
feature contributions significantly improved user understanding.
One respondent noted: “Before the visuals, I didn’t understand how
the model worked. After seeing the SHAP plot, it all made sense.”

G. IMPACT OF USER EXPERTISE ON
INTERPRETABILITY PERCEPTION

Figure 4 shows that, user expertise played a significant role in
interpretability perception, with more experienced users finding it
easier to navigate complex explanations. Technical users preferred
SHAP’s feature importance scores, as they could relate these
insights to advanced domain knowledge. Non-technical users,
however, required additional support to understand SHAP’s out-
puts, as the detailed explanations were initially overwhelming.
LIME’s localized explanations were more accessible to general
users, who valued the simplicity of case-by-case insights. Feedback
indicated that interpretability effectiveness has been closely linked
to the user’s background, suggesting a need for adaptive interpret-
ability interfaces. By tailoring interpretability outputs to different
expertise levels, Al systems could become more universally acces-
sible. Experienced users found advanced visuals beneficial, while
less experienced users benefited from simplified, direct explana-
tions. These findings highlight the importance of considering user
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expertise in interpretability design, ensuring that tools meet diverse
needs. Adaptive interpretability could enhance both usability and
trust, supporting broader Al adoption. This suggests that future
interpretability tools should prioritize adaptability for diverse user
backgrounds. The interpretability significantly impacts user trust
and Al accessibility. SHAP and LIME each provided unique
benefits, with SHAP excelling in feature importance clarity and
LIME offering valuable localized explanations. Visualization tools
further enhanced understanding, bridging the gap between techni-
cal complexity and user comprehension. Computational efficiency
and user expertise were critical factors in the practicality and
perception of interpretability tools. These findings suggest that
the selection of interpretability tools should be guided by applica-
tion context, user expertise, and computational capacity. Practical
implications include the need for adaptable interpretability solu-
tions that cater to various industries and user backgrounds. In high-
stakes applications, interpretability tools like SHAP can offer
necessary transparency, enhancing both safety and trust. For rapid
assessments, LIME provides accessible, localized insights, suitable
for time-sensitive applications. This study’s findings contribute
valuable insights into how interpretability enhances Al trustwor-
thiness across different scenarios. Ultimately, these insights will
guide the development of future interpretability tools to optimize
clarity, trust, and usability in Al systems.

H. CASE STUDY: HEART DISEASE PREDICTION

In this case study, a hospital in Medan applied deep learning
models to predict the risk of heart disease in patients based on
clinical parameters such as age, blood pressure, body mass index,
and cholesterol. To increase transparency and accountability in
medical decision-making, the development team integrated SHAP
and LIME interpretability techniques into the prediction system. A
58-year-old male patient with a history of hypertension showed
high-risk prediction results. SHAP identified high blood pressure
and cholesterol as the dominant factors driving the prediction.
LIME, in a patient-specific prediction analysis, confirmed the high
contribution of these two features as well as a BMI value slightly
above normal. Thanks to the visual interpretation, the medical team
was able to explain the risk in more detail to the patient and devise
an early intervention strategy.

A deep learning classifier was trained on the UCI Heart
Disease dataset. SHAP explained that chest pain type and age
were key predictors. A sample instance was visualized using
SHAP, showing that high cholesterol and abnormal resting ECG
drove the prediction toward “likely heart disease.”

Non-technical users interpreted this correctly with an 80%
confidence rating, indicating that visual explanations effectively
bridged the comprehension gap. The evaluation results show that
patients and doctors feel more trust in the Al system due to the
transparency in the decision-making logic. This shows that the real-
world application of interpretability can support the ethical and
effective use of Al in the healthcare sector.

V. CONCLUSION

This study has demonstrated that model interpretability signifi-
cantly enhances user trust in Al systems. SHAP provided strong
global interpretability, while LIME contributed to case-specific
understanding. Visualization tools improved comprehension, espe-
cially among nontechnical users. Although SHAP had higher
computational demands, its clarity justified its use in high-stakes
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applications. The findings emphasize the importance of integrating
interpretability into Al design, tailored to the user’s expertise and
the model’s context. Future work should explore hybrid interpret-
ability approaches and adaptive user interfaces to improve acces-
sibility and performance.
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